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Abstract
This paper focuses on improving the performance of machine translation for manga (Japanese-style comics). In
manga machine translation, text consists of a sequence of speech bubbles and each speech bubble is translated
individually. However, each speech bubble itself does not contain sufficient information for translation. Therefore,
previous work has proposed methods to use contextual information, such as the previous speech bubble, speech
bubbles within the same scene, and corresponding scene images. In this research, we propose two new approaches
to capture broader contextual information. Our first approach involves scene-based translation that considers the
previous scene. The second approach considers broader context information, including details about the work,
author, and manga genre. Through our experiments, we confirm that each of our methods improves translation
quality, with the combination of both methods achieving the highest quality. Additionally, detailed analysis reveals the
effect of zero-anaphora resolution in translation, such as supplying missing subjects not mentioned within a scene,
highlighting the usefulness of longer contextual information in manga machine translation.
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1. Introduction

In recent years, Japanese-style comics, known as
manga, have become popular worldwide. How-
ever, unofficially translated pirated copies of manga
are circulating overseas in large numbers, causing
serious damage to manga publishers. According
to a survey conducted by Shogakukan in 2021,1
approximately five times more pirated copies of
Japanese manga are circulating overseas than offi-
cial versions, and some pirated copies have been
viewed more than 100 million times. This issue is
largely attributed to the lack of immediately avail-
able official translations. Therefore, there are high
expectations for machine translation (MT) of manga
(Hinami et al., 2021) to increase the speed of trans-
lation and publication.

As mentioned in previous work on manga MT
(Hinami et al., 2021), translating speech bubbles is
a difficult problem. Speech bubbles generally con-
sist of a balloon shape containing the utterances
of characters, and are used as a unit for transla-
tion, i.e., manga text is split into a sequence of
speech bubbles and each speech bubble is trans-
lated individually. However, sentences that span
over speech bubbles frequently present a problem.
For example, in the left scene of Figure 1, the line
“「あさがお」はお父さんの夢だからな (‘Asagao’
is my dream.)” is split into two speech bubbles,

1https://prtimes.jp/main/html/rd/p/
000000004.000059295.html

Figure 1: An example of scenes where contextual
information is necessary. ©Mitsuki Kuchitaka

“「あさがお」は” and “お父さんの夢だからな.”
Therefore, the last speech bubble in Figure 1 is
difficult to translate properly by itself. Figure 1 also
shows an example where contextual knowledge
about named entities specific to the work is neces-
sary, e.g., “「あさがお」(’Asagao’)” in Figure 1 is
generally a name of flower, but in this case, it is a
name of a rocket.

To address this problem, Hinami et al. (2021)
proposed 2+2 translation, which uses the previ-
ous speech bubble as context, and scene-based
translation, which translates all text in each scene
(comic panel) together, confirming an improvement

https://prtimes.jp/main/html/rd/p/000000004.000059295.html
https://prtimes.jp/main/html/rd/p/000000004.000059295.html
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Figure 2: Proposed methods. N’ represents the translation of a source sentence. ©Mitsuki Kuchitaka

in translation performance compared to the base-
line, which translates each speech bubble indepen-
dently. However, the contextual information used
in existing work is confined to the scene containing
the target speech bubble, and context information
across scenes is not taken into account.

In this work, we propose two methods for manga
MT with the aim of using more contextual infor-
mation from longer contexts: one that takes into
account the previous scenes and another that con-
siders bibliographic information such as the title of
the work and the name of the author. In experi-
ments on Japanese to English manga translation,
our methods achieved improved translation perfor-
mance. Furthermore, by combining both methods,
we achieved a 4.24 point improvement in BLEU
(Papineni et al., 2002) compared to the baseline,
thus achieving SOTA performance.

2. Methods

This section explains our proposed methods for
manga MT. Figure 2 shows an overview of them.

2.1. Scene-based context-aware NMT
In Figure 2, the speech bubble at the beginning of
the second scene is part of a dialogue that contin-
ues from the previous scene. Therefore, it is difficult
to translate this speech bubble properly using 2+2
translation and scene-based translation, because
the subject of the sentence in the speech bubble
is missing. However, by referring to the previous
scene, the subject can be identified as “お前 =相
川仁 (you = Jin Aikawa)”.

To address this problem, we propose a scene-
based translation method that utilizes the pre-
vious scene. Based on the approach of the

concatenation-based context-aware machine trans-
lation (Tiedemann and Scherrer, 2017), our method
concatenates the utterances in the scene to be
translated with the utterances in the previous scene,
with special tokens inserted between the scenes.
Since there can be multiple speech bubbles within
a scene, two types of special tokens are used to
distinguish between changes in scene and speech
bubble. In the example shown in Figure 2, “相川仁
<Inside>お前には· · ·学力がある <Outside>なのに
なぜ· · ·狙う？ <Inside>実に夢がない (Jin Aikawa,
<Inside> you have the academic ability · · · <Out-
side> why aim for · · · ? <Inside> don’t you have
aspirations?)” is input to the MT model.

2.2. Attribute-aware NMT

It is possible that there is a bias in the expressions
used in different manga genres (sports, romantic
comedy, mystery...), or that each author or work has
its own characteristics of expression. To capture
such characteristics, we propose a MT method that
incorporates the bibliographic attributes of manga
by applying a style control approach (Sennrich et al.,
2016a; Niu et al., 2017; Niu and Carpuat, 2020;
Agrawal and Carpuat, 2019; Tani et al., 2022; Ya-
magishi et al., 2017; Johnson et al., 2017). For
example, in the manga shown in Figure 2, a spe-
cial token is attached to the beginning of the input
text to indicate the author, as in “<朽鷹みつき>俺
間違ってます? (<Kutitaka Mitsuki> am i wrong?).”

In this work, we use five manga attributes: se-
ries, author, publisher, magazine, and genre. This
attribute information was collected from Wikipedia’s
Infobox and MangaPedia2, an online encyclopedia
for manga.

2https://mangapedia.com/

https://mangapedia.com/
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BLEU COMET
Sentence-NMT 18.93 0.761
2+2 NMT 21.14 0.779
(Hinami et al., 2021)
Scene-NMT 21.02 0.782
(Hinami et al., 2021)
Scene-aware NMT (Ours) 21.46 0.790

Table 1: Translation performance of scene-aware
manga translation.

3. Experiments

3.1. Setup
We run experiments to evaluate manga translation
from Japanese to English using Manga Corpus (Hi-
nami et al., 2021). We randomly extract 50 series
from Manga Corpus, and 10 pages from the latest
volume of each series to construct the validation
data. We also construct the evaluation data in the
same way. As a result, we obtain two datasets of
50 series, 500 pages, 1,000 scenes, and 2,000
speech bubbles as the validation and evaluation
data. Other pages were used as training data.

We use KyTea3 (Neubig et al., 2011) for
Japanese word segmentation, Moses4(Koehn et al.,
2007) for English word segmentation, and perform
subword segmentation using Byte Pair Encoding5

(Sennrich et al., 2016b) for both languages.
We trained a Transformer (big) model (Vaswani

et al., 2017) using fairseq6 (Ott et al., 2019). We
used Adam (Kingma and Ba, 2015) for optimiza-
tion. Our batch size was set to 1,024, the label
smoothing to 0.1, the dropout rate to 0.3, the learn-
ing rate to 1e-7, and warmup step count was 4,000.
Training was stopped when the cross-entropy loss
for the validation data stopped improving with a
patience of five epochs.

To automatically evaluate translation quality,
BLEU (Papineni et al., 2002) and COMET (Rei
et al., 2020) were calculated using SacreBLEU7

(Post, 2018) and XCOMET8 (Gurreiro et al., 2023),
respectively. BLEU and COMET were evaluated
scene by scene and the average of three models
trained using different random seeds is reported.

For the baseline, we use Sentence-NMT, which
translates each speech bubble individually. For
the existing methods, we use 2+2 NMT (Hinami

3http://www.phontron.com/kytea/
4https://github.com/moses-smt/

mosesdecoder
5https://github.com/glample/fastBPE
6https://github.com/facebookresearch/

fairseq
7https://github.com/mjpost/sacrebleu
8https://github.com/Unbabel/COMET

BLEU COMET
Sentence-NMT 18.93 0.761
+ series 20.87 0.771
+ author 20.46 0.767
+ publisher 18.91 0.760
+ magazine 19.49 0.762
+ genre 20.58 0.766
+ all attribute information 21.08 0.766
Scene-aware NMT 21.46 0.790
+ series 22.51 0.787
+ author 23.02 0.788
+ publisher 22.14 0.790
+ magazine 22.65 0.794
+ genre 22.61 0.789
+ all attribute information 23.17 0.792

Table 2: Translation performance of attribute-aware
manga translation.

et al., 2021) and Scene-based NMT (Scene-NMT)
(Hinami et al., 2021). We then compare our scene-
based context-aware translation method (Scene-
aware NMT) explained in Section 2.1 with these
methods, and apply our attribute-aware translation
method (Attribute-aware NMT) explained in Sec-
tion 2.2 to the baseline and the Scene-aware NMT
to evaluate the effectiveness of our methods.

3.2. Result

Table 1 shows the results of evaluation for the base-
line model, the existing methods and our proposed
scene-aware method. Compared to the baseline
model, the existing and proposed methods each
improved BLEU by more than 2 points, showing
that contextual information is useful in manga MT.
Among them, our method achieved the best per-
formance, demonstrating the importance of using
more contextual information from longer contexts.

Table 2 shows the results of MT that incorporates
the manga attribute information. In most cases, the
translation performance was improved using the
attribute information for both the baseline without
context and the proposed model with context. How-
ever, we did not observe any improvement in BLEU
in case of adding publisher information. This may
be due to the fact that it is difficult to character-
ize the translation style from the publisher alone,
as a variety of manga is published by a single
publisher across many genres and authors. The
other attribute information was effective, and im-
proved BLEU. Furthermore, using all fives types
of attribute information together achieved the best
performance for both the baseline and our method.

http://www.phontron.com/kytea/
https://github.com/moses-smt/mosesdecoder
https://github.com/moses-smt/mosesdecoder
https://github.com/glample/fastBPE
https://github.com/facebookresearch/fairseq
https://github.com/facebookresearch/fairseq
https://github.com/mjpost/sacrebleu
https://github.com/Unbabel/COMET
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Input Output
Sentence-NMT 実に夢がない I don’t have a dream.
2+2 NMT なのになぜ· · ·狙う? <SEP>実に夢がない I don’t have any dreams.
Scene-NMT なのになぜ· · ·狙う? <SEP>実に夢がない I don’t have any dreams.
Scene-aware NMT 相川仁 <Inside>お前には· · ·学力がある You really don’t have a dream.

<Outside>なのになぜ· · ·狙う?
<Inside>実に夢がない

Reference 実に夢がない Don’t you have aspirations?

Table 3: Example of translation for “実に夢がない(Don’t you have aspirations?)” in Figure 2.

BLEU COMET
Scene-NMT 17.94 0.751
+ 1 previous scene 18.55 0.757
+ 2 previous scenes 18.04 0.749
+ 3 previous scenes 16.72 0.728
+ 4 previous scenes 18.11 0.746
+ 5 previous scenes 17.52 0.739

Table 4: Translation results when the previous
scenes are considered as context.

BLEU COMET
Scene-aware NMT 21.46 0.790
Scene-aware NMT 21.39 0.788
(change scene ordering)
Scene-aware NMT 22.15 0.791
(change the speech bubble
ordering within a scene)
Next scene-aware NMT 21.71 0.791

Table 5: Translation results with randomly changing
reading order of scenes and speech bubbles and
with consideration of the next scene.

4. Analysis

Table 3 shows examples of translations improved
by the proposed method. In the second scene of
Figure 2, the speech bubble “実に夢がない (Don’t
you have aspirations?)” does not have its subject
in this scene, making accurate translation difficult
with existing methods. Referring to the previous
scene, we see that the subject of “お前には一流の
大学を目指す学力がある (you have the academic
ability to enter top universities.)” is “お前 (you).”
The baseline model and existing models that do
not consider the previous scene incorrectly output
“I” as the subject, but our model can refer to the
previous scene and output “you” properly. This
example shows that considering longer contexts
can improve manga MT.

We also investigate the extent to which it is ef-
fective to consider previous scenes in manga MT.

BLEU COMET
Two types of special tokens 21.46 0.790
One type of special token 21.44 0.785
w/o sentence boundaries 19.42 0.696

Table 6: Analysis of the effectiveness of tags to
identify context types in our Scene-aware NMT.

Table 4 shows the translation performance when
even more distant scenes are considered as con-
text. The translation performance was the highest
when one previous scene (+1 previous scene) is
considered. However, when considering two or
more previous scenes, the translation performance
deteriorated. These results indicate that consider-
ing only one previous scene was the most effective.

Table 5 shows the translation performance when
the scene ordering is randomly changed, when
the speech bubble ordering is randomly changed
within a scene, and when the next scene is used as
context. Translation performance decreased when
the order of scenes was changed, and improved
when the speech bubbles ordering within a scene
was changed. The performance was also better
when the next scene was taken into account.

Table 6 shows the results of our analysis of the
effectiveness of tags to identify context types in
our Scene-aware NMT. Our context identification
based on two types of special tokens (<Outside>
and <Inside>) achieves higher translation perfor-
mance for both BLEU and COMET than methods
that do not explicitly represent sentence boundaries
or represent sentence boundaries based on one
type of special token (<SEP>).

Table 7 shows an example of how translation
results change when manga attributes are taken
into account. We examine the translation results of
the proposed method when different genres were
specified for the input sentence “最初から翔ばな
いほうがいい(why fly in the first place.).” When the
genre of <Baseball> was specified the expression
“jumped” was changed to “hit”, as in “to hit a ball”.
When the <Robot> genre was specified, the expres-
sion was changed to “take flight”. In addition, when
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Input Genre Output
最初から翔ばないほうがいい <Shonen manga> You shouldn’t have jumped from the start.
(why fly in the first place.) <Baseball> You shouldn’t have hit from the start.

<Robot> You shouldn’t have taken flight in the first place.
<Seinen manga> It’s better if you didn’t fly from the start.

Table 7: Example of how a change in genre changes the translation result.

a genre such as <Seinen manga> was specified,
the structure of the sentence changed significantly,
rather than word by word. This example shows
how considering the genre of manga can change
translation results.

5. Conclusion

In this work, we present methods for utilizing longer
context to improve the performance of manga MT.
Specifically, we propose two methods: (1) scene-
based context-aware translation and (2) attribute-
aware translation. Experiments on manga MT
from Japanese to English showed that each of
the two proposed methods improved translation
performance, and the combination of the two meth-
ods achieved the best performance. These results
demonstrate the effectiveness of using more con-
text information than just single scenes.

In future work, we would like to further improve
translation quality by utilizing multimodal MT and
multilingual MT models that have been pre-trained
on a large corpus.
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