
LREC-COLING 2024, pages 17421–17432
20-25 May, 2024. © 2024 ELRA Language Resource Association: CC BY-NC 4.0

17421

WaCadie: Towards an Acadian French Corpus

Jérémy Robichaud, Paul Cook
Faculty of Computer Science, University of New Brunswick, Canada

jrobich9@unb.ca, paul.cook@unb.ca
Abstract

Corpora are important assets within the natural language processing (NLP) and linguistics communities, as they
allow the training of models and corpus-based studies of languages. However, corpora do not exist for many
languages and language varieties, such as Acadian French. In this paper, we first show that off-the-shelf NLP
systems perform more poorly on Acadian French than on standard French. An Acadian French corpus could,
therefore, potentially be used to improve NLP models for this dialect. Then, leveraging web-as-corpus methodologies,
specifically BootCaT, domain crawling, and social media scraping, we create three corpora of Acadian French.
To evaluate these corpora, drawing on the linguistic literature on Acadian French, we propose 22 statistical
corpus-based measures of the extent to which a corpus is Acadian French. We use these measures to compare
these newly built corpora to known Acadian French text and find that all three corpora include Acadian French content.

Keywords: Web Corpora, Low-Resource Languages, Acadian French

1. Introduction

Corpora are important resources within the natural
language processing (NLP) and linguistics commu-
nities as they allow the training of NLP models and
corpus-based studies of languages (Kucera and
Francis, 1967; Francis and Kucera, 1979; Leech
et al., 1992; Greenbaum and Nelson, 1996). Due
to their importance, various methodologies have
been developed to create corpora. In the last twenty
years, many corpora have been created by leverag-
ing the internet as an information bank (Baroni and
Bernardini, 2004; Cook and Brinton, 2017; Wen-
zek et al., 2020; Dunn, 2020). This corpus-building
process is known as web-as-corpus and has been
used to create corpora of many languages (Schäfer
and Bildhauer, 2013).

There exist multiple ways of using the internet
to create a corpus (Schäfer and Bildhauer, 2013).
Baroni and Bernardini (2004) used search engines
(e.g., Google) to query URLs based on words re-
lated to the targeted corpus. This method became
known as BootCaT. Another method is creating cor-
pora by leveraging the domains of URLs on the
internet. The last portion of a URL (e.g., .ca) is the
domain, and it represents a certain group to which
URLs belong (e.g., .ca means the Canadian do-
main). We can use these URL structures to gather
websites within a certain group and extract texts
from them (Cook and Brinton, 2017). This is called
domain crawling. We can further use snapshots of
the web, such as Common Crawl (Wenzek et al.,
2020), to acquire large amounts of web content
from domains of interest (Dunn, 2020). Lastly, we
can use social media to create a corpus by extract-
ing the text of user posts (e.g., Baldwin et al., 2013).
This has become known as social media scraping.

Acadians are a French minority group of peo-
ple that can be found throughout the predominantly

English-speaking Atlantic Provinces of Canada and
Maine and Louisiana in the United States of Amer-
ica. (In Louisiana, this group is known as cajun
(Griffiths, 1992)). However, the largest portion of
Acadians resides in the province of New Brunswick,
Canada (Gough, 2010; Arrighi, 2014; Wiesmath,
2006). Most Acadians speak a variety of French
known as Acadian French (Balcom et al., 2008).
Additionally, multiple varieties of Acadian French
exist, such as Chiac and Brayon in the south-east
and north-west regions of New Brunswick, respec-
tively. To our knowledge, little research has been
done on the presence of Acadian French on the
web. There currently does not exist a large written
corpus of Acadian French, but there do exist a few
smaller spoken corpora (Wiesmath, 2006; Arrighi,
2007; Berger, 2020; Perrot, 1995a).

After discussing related work (Section 2), this pa-
per evaluates the performance of off-the-shelf NLP
tools on Acadian French (Section 3). Specifically,
we examine systems for two tasks: masked word
prediction and part-of-speech tagging. We find that
these systems perform worse on Acadian French
than standard French. This indicates a need for a
corpus of Acadian French, which could be used for
training NLP systems to improve their performance
on Acadian French.

We then create three Acadian French web cor-
pora using different web-as-corpus methodologies:
BootCaT, domain crawling, and social media scrap-
ing (Section 4). It is, however, unclear whether
these corpora indeed include Acadian French.

In Section 5, we evaluate the corpora for whether
they include Acadian French. Drawing on linguistic
literature on Acadian French, we propose 22 statis-
tical measures that indicate that a corpus includes
Acadian French. We evaluate these measures and
show that they collectively identify Acadian French
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text. We then apply these measures to the newly
constructed corpora and find evidence that all three
corpora include Acadian French. In particular, our
social media corpus has the highest number of Aca-
dian French characteristics but also the smallest
size. The BootCaT corpus, on the other hand, was
similar in terms of these characteristics to an Aca-
dian French reference corpus, but two orders of
magnitude larger than the social media corpus.

2. Related Works

Over the last roughly 60 years, a variety of research
has created corpora and showcased their value
(Kucera and Francis, 1967; Francis and Kucera,
1979; Stig et al., 1978; Brown et al., 1990; Leech
et al., 1992; Greenbaum and Nelson, 1996; Abeillé
et al., 2000; Koehn, 2005; Cichocki et al., 2008;
Eisele and Chen, 2010; Martineau, 2011; Mar-
tineau and Séguin, 2016; Ménard and Aleksan-
drova, 2022). In the last two decades, using the
web as a source of text for corpora has become
common (Baroni and Bernardini, 2004; Schäfer and
Bildhauer, 2013; Baldwin et al., 2013), with multiple
methods of using the web to build corpora being
proposed (Schäfer and Bildhauer, 2013). Here we
will consider BootCaT, domain crawling, and social
media scraping.

An early approach to web corpus construction is
BootCaT, which uses commercial search engines
(e.g. Google or Yahoo) to query websites that may
hold valuable text for the intended corpus (Baroni
and Bernardini, 2004). It searches for medium-
frequency tuples of words (also known as seed
words) expected to be found within the targeted
corpus, collects the resulting URLs, and extracts
the text. This allows for language and topic-specific
querying. However, since search engines are black
box tools, the BootCaT method gives little control
over which URLs are returned. It has nevertheless
been found to be an effective method for acquiring
topic-specific text (e.g., psychiatric articles in both
English and Italian) (Baroni and Bernardini, 2004).
BootCaT has also been used to create corpora for a
range of languages (Ueyama et al., 2005; Ferraresi
et al., 2008). Additionally, BootCaT has been used
to build corpora for regional and minority variants
of languages and languages with little internet pres-
ence (Guevara, 2010; Murphy and Stemle, 2011;
Davies and Fuchs, 2015).

Domain crawling leverages the URLs of websites
and collects the data of all websites crawled within
a specific domain (Schäfer and Bildhauer, 2013).
This method is often utilized for region-specific do-
mains, such as .ca or .uk. Cook and Brinton (2017)
used domain crawling to show that national top-
level domains (e.g., .ca and .uk) yield content that
reflects their corresponding variety of English. They

used ClueWeb09 (Callan et al., 2009), a 2009 snap-
shot of crawled websites filtered by domain and
language, to create corpora of national varieties of
English. Dunn (2020) builds corpora using multiple
domains for countries using the Common Crawl
database (Wenzek et al., 2020).

Social media scraping uses social media posts
as a source of text. Baldwin et al. (2013) address
some concerns about social media corpora and
conclude that noise in social media text can be dealt
with using NLP tools and that differences in gram-
matical structure between social media and stan-
dard edited text are relatively small. Al-Sabbagh
and Girju (2012) and Brum and Volpe Nunes (2018)
create Twitter-based corpora representing minor-
ity language varieties, Egyptian Arabic and Brazil-
ian Portuguese, respectively. Khodak et al. (2018)
shows the possibilities of using Reddit to create
a corpus focusing on sarcasm. Blombach et al.
(2020) created a German corpus of 270M tokens
from Reddit.

Most of the Acadian population resides in New
Brunswick (Arrighi, 2014; Wiesmath, 2006). Aca-
dian French has unique features not seen in
standard French (Cichocki et al., 2008; Berger,
2020; Perrot, 2014, 2018; Altawel, 2021). Addi-
tionally, variants of Acadian French exist in New
Brunswick. Brayon, a variety of Acadian French
spoken in the north-west, borrows from neigh-
bouring French-speaking Quebec (Altawel, 2021).
Brayon has unique features not seen elsewhere in
New Brunswick (Holder et al., 1992), such as us-
ing adverbs with the suffix -eux more frequently
(Altawel, 2021) and having unique expressions
(Soucy-Godby and Michaud, 2014, 2016). Chiac,
spoken in the south-east, borrows from English
(Berger, 2020). As such, Chiac also has unique
features, such as code-mixing, not seen in other va-
rieties (Perrot, 1995b, 2014; Berger, 2020). Brayon
and Chiac are both commonly spoken varieties of
Acadian French and, as such, are targeted equally
in our research. We will use properties of Acadian
French, including Brayon and Chiac, to develop
measures of the extent to which a corpus exhibits
Acadian French properties and could, therefore, be
considered to be Acadian French.

3. Preformance of NLP Tools on
Acadian French

We evaluate the need for Acadian French corpora
in the current-day NLP space by comparing the
performance of off-the-shelf NLP tools when used
on standard French and Acadian French. If these
tools perform more poorly on Acadian French, then
an Acadian French corpus would be beneficial, and
could potentially be leveraged to train NLP systems
for Acadian French.
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3.1. Known French Corpora
We require Acadian French and non-Acadian
French corpora for this comparison. These cor-
pora must be of these varieties of French and also
otherwise comparable, for example, with respect
to text types. We address this by creating corpora
from example sentences found within dictionaries
of the target French varieties. The first corpus uses
all example sentences from the Acadian French
dictionary (Cormier and Wooldridge, 2000). The
second corpus is from Wiktionnaire, a French on-
line dictionary.1 We extract example sentences
from Wiktionnaire for all headwords that are also
listed in GNU Aspell’s list of French words.2 We re-
fer to this corpus as WiktionaryFR. We apply exact
deduplication, near-deduplication, and tokenization
(Section 4.2) to both corpora. AcadianDictionary
totalled 69k tokens and 4,009 sentences, while Wik-
tionaryFR totalled 2,6M tokens and 96k sentences.

3.2. Masked Language Modelling
In our first test, we mask a token in a given sentence
and calculate the accuracy at which a language
model can predict the correct token and the per-
plexity of the predictions (Mueller et al., 2020). We
consider XLM-RoBERTa (Conneau et al., 2020),
a multilingual RoBERTa model trained on 100 lan-
guages. We use all sentences in AcadianDictionary
for this analysis and randomly sample the same
number of sentences (4,009) from WiktionaryFR.
This ensures we compare similar size corpora for
this analysis. We iterate through each token of
each sentence within a corpus, masking each to-
ken in turn, and examine the model’s prediction for
that token. We compute accuracy-at-k, for k=1, 5,
and 10, in which the model is scored as correct if
the target token is within the top k predictions. We
use the chi-squared test (Tallarida et al., 1987) to
determine whether differences in accuracy-at-k are
significant. We also compute the perplexity of the
model’s predictions.3

Results are shown in Table 1. XLM-RoBERTa
performs better on standard French than on Aca-
dian French in terms of accuracy-at-k, for each
value of k considered, and perplexity. The differ-
ences for accuracy-at-k are significant (p < 0.05).

3.3. POS Tagging
In our second test, we consider POS tagging. We
tag both AcadianDictionary and WiktionaryFR us-
ing the StanfordNLP pipeline (Qi et al., 2020). This

1https://fr.wiktionary.org/
2http://aspell.net/
3The chi-squared test is not directly applicable to the

differences in perplexity, and so we do not compute it for
this measure.

tagger tags words that cannot be assigned a real
POS, such as unknown words, with the tag ‘X’.4
In our analysis, we consider the number of tokens
tagged X, as well as the number of sentences with
at least one token tagged X, in each corpus. We
again compare differences between corpora using
chi-squared tests.

Results are shown in Table 2. We note that dif-
ferences in terms of both tokens and sentences
are significant. A higher percentage of tokens are
tagged X for Acadian French than for standard
French. This is as expected because the POS
tagger has not specifically been trained on Aca-
dian French text. However, a higher percentage of
sentences in the standard French corpus include
at least one token tagged X. Analyzing the most
common tokens tagged X in WiktionaryFR, we see
tokens that indicate listed examples (e.g., i, ii, iii,
iv), which would not be expected to co-occur in
a sentence. Indeed, WiktionaryFR averages 4.48
tokens tagged X per sentence containing at least
one token tagged X, whereas this is 5.8 for Aca-
dianDictionary.

These findings indicate that, at a minimum, Aca-
dian French text is harder to process at the to-
ken level for the part-of-speech tagger. These
POS tagging findings, and our previous findings for
masked language modelling, indicate that off-the-
shelf NLP tools perform worse on Acadian French
than standard French text. This suggests that Aca-
dian French text is likely not seen in the training
data for these tools. Creating an Acadian French
corpus could help to alleviate this performance dis-
parity by enabling NLP systems to be trained for
Acadian French.

4. Corpus Construction

In this section, we discuss the construction of Aca-
dian French web corpora using domain crawling,
social media scraping, and BootCaT and the post-
processing pipeline applied to each corpus.

4.1. Data Retreival
Our first corpus uses French New Brunswick do-
main (i.e., .nb.ca) websites in the Common Crawl
database (Wenzek et al., 2020). We refer to this
corpus as CC_NB_Domain. We focus on .nb.ca
because New Brunswick has the largest Acadian
population per capita. Common Crawl’s data is
publicly available through its index server.5 We
queried all .nb.ca websites. Common Crawl adds
metadata to each download, including the language
identified within the website by its internal language

4https://universaldependencies.org/u/
pos/X.html

5https://index.commoncrawl.org/

https://fr.wiktionary.org/
http://aspell.net/
https://universaldependencies.org/u/pos/X.html
https://universaldependencies.org/u/pos/X.html
https://index.commoncrawl.org/
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Corpus Accuracy-at-1 Accuracy-at-5 Accuracy-at-10 Perplexity
AcadianDictionary 0.382 0.546 0.589 8.129
WiktionaryFR 0.419 0.586 0.629 7.935
Chi-Squared p 6.632e-51 5.755e-59 5.033-62

Table 1: Masked language modelling results.

Corpus Num. tokens Num. sentences
AcadianDictionary 464 (0.670%) 80 (1.996%)
WiktionaryFR 12,790 (0.487%) 2855 (2.968%)
Chi-Squared p 4.695e-10 0.005

Table 2: The number of tokens tagged X, and the
number of sentences with at least one token tagged
X, in each corpus. The corresponding percentage
of tokens and sentences is shown in parentheses.

identifier. (We also apply language identification in
our post-processing pipeline (Section 4.2).) This
process allows us to query websites identified as
containing French text and we obtain 2324 URLs,
including websites that are exclusively French and
a mix of French and another language. We down-
load the corresponding HTML from those URLs
directly from their data server.6 The HTML encod-
ing stored within the server is not always correctly
indicated; we address this in our post-processing
pipeline.

Our second corpus is a social media-based cor-
pus. We use Reddit as it offers accessible APIs
to collect data while the data is topically organized
through subreddits. We use the subreddit r/acadie,
which focuses on Acadian themes. Reddit’s data
can be harvested through a Python wrapper called
PRAW.7 PRAW allows us to search for a specific
subreddit and gets all its posts and each comment
within each post. We combine the post’s title, de-
scription, comments, and replies into one large text
file. We treat each post as one document, similar
to one website’s HTML from the Common Crawl
corpus. We refer to this corpus as r/acadie.

Our last corpus is our BootCaT corpus. We issue
queries containing 3-tuples of French words, which
include Acadian terms, to a search engine to re-
trieve documents containing Acadian French. How-
ever, when multiple Acadian words are included in
the search, we observed that the results tend to
be dominated by online Acadian dictionaries, as
opposed to Acadian French text. To combat this,
and avoid retrieving online dictionaries, we com-
bine one Acadian French word (the target word)
with two medium-frequency French words from the
Aspell dictionary, and mandate that the target word

6https://data.commoncrawl.org/
7https://praw.readthedocs.io/en/

stable/

must occur within the results. To avoid using very
rare Acadian terms in our queries, which might give
very few search results, we only use Acadian terms
found in our other corpora (i.e., CC_NB_Domain
and r/acadie). We randomly generate 45 tuples
and restrict the search to only HTML documents.
We use the BootCaT front-end to process our tu-
ples and scrape the returned URLs.8 We choose a
small amount of tuples as this is sufficient to explore
the viability of this method for creating an Acadian
corpus, while staying within the terms of service.
Up to 10 documents were returned per tuple.

4.2. Corpus Processing Pipeline
For each of our corpora, we apply the same pro-
cessing pipeline to create a corpus from HTML files.
One challenge is that HTML files may have differ-
ent encodings (e.g., UTF-8, Latin-1). We chose
UTF-8 as the project-wide encoding standard. We
use the Chardet Python library to guess the origi-
nal encoding of each HTML file and re-encode it to
UTF-8.9

To extract the text from HTML documents, we
use Justext (Pomikálek, 2011) as it allows us to
get the text while filtering out boilerplate content. It
takes in HTML and outputs clusters of paragraphs
of text. Paragraphs are flagged as boilerplate if
they are within the documented HTML boilerplate
patterns and are removed.

We then verify that the text is French using
langid.py10, a Python language identifier. We run
langid.py at the document level and reject all docu-
ments not classified as French. Even though Aca-
dian French, specifically Chiac, includes many En-
glish words, it contains primarily French words and
thus would be likely flagged as French by langid.py,
which tends to classify multilingual documents ac-
cording to the predominant language they include.

Different UTF-8 characters could represent two
identical-seeming accents. For example, è could
be represented by its Latin letter (U+00E8) or
by combining the letter e and a grave accent `
(U+0060). Because of this, we normalize the ac-
cents using Unicodedata.11 Unicode normaliza-

8https://bootcat.dipintra.it/
9https://pypi.org/project/chardet/

10https://github.com/saffsd/langid.py
11https://docs.python.org/3/library/

unicodedata.html

https://data.commoncrawl.org/
https://praw.readthedocs.io/en/stable/
https://praw.readthedocs.io/en/stable/
https://bootcat.dipintra.it/
https://pypi.org/project/chardet/
https://github.com/saffsd/langid.py
https://docs.python.org/3/library/unicodedata.html
https://docs.python.org/3/library/unicodedata.html
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Corpus Tokens Types Sent. Docs
BootCaT 1,208,629 66,555 74,419 240
CC_NB_Domain 376,668 23,505 20,009 2,324
r/acadie 56,258 12,790 9,907 801

Table 3: The number of tokens, types, sentences,
and documents in each web corpus built.

tion handles two types of normalization: compatibil-
ity equivalence and canonical equivalence. Com-
patibility equivalence normalizes the stylistic as-
pects of the text (e.g. font, subscript, fractions).
Canonical equivalence normalizes the characters.
This means it normalizes combined character se-
quences that form another character. We apply
both types of normalization to the text in our cor-
pora. We apply case folding to all corpora.

Repeated content in a corpus can skew analyses
and thus should be removed. We hash all para-
graph objects and scan for duplicates in the corpus.
If we find an identical hashing, we remove its most
recently seen copy. This ensures the corpus con-
tains no duplicate paragraphs.

Similarly, we do not want near-identical content,
which gives very little new information in a cor-
pus. To remove near-duplicate content, we use
PyOnion,12 a Python implementation of the Onion
corpus deduplication tool (Pomikálek, 2011). It iter-
ates through the paragraphs in a corpus and com-
pares the n-grams in each paragraph with the set
of n-grams observed so far. Any paragraph above
a set threshold for n-gram overlap is removed. We
used 5-grams (the default setting for Onion) with a
threshold of 0.25, which Pomikálek notes balances
removing duplicate content and losing corpus data.

Lastly, we ready the corpora for analysis. We
use Stanza (Qi et al., 2020), a Python library that
pipelines the Java Stanford CoreNLP.13 We use
Stanza’s tokenization for one final filtering of very
long sentences (250+ words) and English-only sen-
tences since those are most likely quotes or titles of
articles. The remaining data is then re-processed
by the Stanza pipeline for part-of-speech tagging,
lemmatization, and dependency parsing.

Table 3 contains the number of tokens, types,
sentences, and documents in each newly built cor-
pus.

5. Corpus Analysis

In this section, we discuss our analysis of the newly
built corpora. This includes keyword analysis and
comparing corpora based on Acadian characteris-
tics found within them.

12https://pypi.org/project/pyonion/
13https://stanfordnlp.github.io/

CoreNLP/

5.1. French Web Corpus
For our analyses, we require a web corpus known
to be of non-Acadian French. We use frWaC (Ba-
roni et al., 2009), a French web corpus of roughly
1.8B tokens built by scraping .fr domain websites.
FrWaC is publicly available.14 In addition to the full
corpus, smaller samples are available. We use the
10M token sample, which is larger than any of our
Acadian corpora.

5.2. Keyword Analysis
We first analyze our Acadian corpora by compar-
ing their keywords with respect to frWaC. We use
the approach of Kilgarriff (2009) for computing key-
words. The keywordness score (KW) for a word w
is calculated as shown below:

KW(w) =
fpmfc(w) + c

fpmrc(w) + c
(1)

where fpmx(w) is the frequency per million of word
w in corpus x; fc is the focus corpus, which will
be one of the Acadian corpora from Section 4; rc
is the reference corpus, which is frWaC; and c is
a constant which we set to 100 following Kilgarriff
et al. (2010). We consider the top-20 keywords for
each corpus.

BootCaT has the following top-20 keywords: u,
r, e, o, t, i, québec, n, canada, autochtones, d,
québécois, yolanda, caribou, p, steven, -là, l’on,
canadiens, q. The keywords québec, canada, au-
tochtones (‘indigenous’), québécois, and canadiens
indicate that the corpus includes many documents
about Canada and peoples within Canada, with
a focus on Québec. Keywords such as caribou
also suggest a topical focus on Canada. There are
ten single-character keywords. These represent
the initials of speakers from recorded discussions.
yolanda and steven come from a transcript of a con-
versation between two medical practitioners. The
remaining words, -là and l’on, are seen in standard
French.

CC_NB_Domain’s top-20 keywords are:
nouveau-brunswick, officielles, élèves, canada,
moncton, langues, école, élève, province, scolaire,
commissaire, -vous, linguistiques, francophone,
coucher, fredericton, langue, salle, soins, as-
surance. The corpus has a focus toward the
education sector of New Brunswick as indicated by
the keywords élèves (‘students’), école (‘school’),
élève (‘student’), scolaire (‘scholar’), and salle
(‘classroom’). This is because the education
sector of the province of New Brunswick uses the
domain nbed.nb.ca. Additionally, in the past, New
Brunswick municipal sites were hosted within the
.nb.ca domain. This reflects keywords related to

14https://wacky.sslmit.unibo.it/

https://pypi.org/project/pyonion/
https://stanfordnlp.github.io/CoreNLP/
https://stanfordnlp.github.io/CoreNLP/
https://wacky.sslmit.unibo.it/
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cities and residences such as moncton, coucher
(‘sleep’), and fredericton. Documents from the
domain languesofficielles.nb.ca were
prevalent within the corpus, which is reflected in
keywords such as officielles (‘official’), langues
(‘languages’), commissaire (‘commissioner’), lin-
guistiques (‘linguistics’), francophone, and langue
(‘language’). Again there are keywords related to
Canada, and in this case New Brunswick, such as
nouveau-brunswick, canada, and province. The
keywords soins (‘care’) and assurance (‘insurance’)
are seen mostly in a health insurance document.
And lastly, -vous is a word seen in standard French.

r/acadie has the following top-20 keywords:
acadien, acadie, acadiens, **, acadienne, chiac,
pis, *, francophones, québec, the, mot, nouveau-
brunswick, francophonie, and, canada, to, acadi-
ennes, québécois, langue. r/acadie has a topical
Acadian focus, with the keywords acadien, acadie,
acadiens, acadienne, chiac, and acadiennes all be-
ing directly related to Acadians and Acadian French.
Acadian French dialect words, including English
words commonly used in Chiac, appear as well with
pis, the, and, and to. francophones, francophonie,
and langue directly relate to French and language.
québec, nouveau-brunswick, canada, and québé-
cois all indicate the corpus includes Canadian top-
ics. mot (word) was observed in posts discussing
words and the context in which you could find them.
Lastly, ** and * are stylistic indicators found within
Reddit text.15

These findings suggest that all three corpora are
oriented toward Canada and French in their content.
CC_NB_Domain contains New Brunswick content,
r/acadie contains Acadian content, and BootCaT
seems to lean towards Québec content.

5.3. Measures of Acadian French
To measure the extent to which a corpus is Aca-
dian French, we create 22 statistical corpus-based
measures drawing on previously-noted properties
of Acadian French (Perrot, 1995a; Cormier and
Wooldridge, 2000; Wiesmath, 2006; King, 2013;
Perrot, 2014; Trerice, 2016; Biahé, 2017; Perrot,
2018; Berger, 2020; Altawel, 2021; Soucy-Godby
and Michaud, 2014, 2016). Table 3 summarizes
the measures. The measures tap into general prop-
erties of Acadian French, as well as properties spe-
cific to Brayon and Chiac, as noted in the Table.
Each measure is formulated to be high if a corpus
is Acadian and low otherwise.

We calculate these measures for each corpus.
By comparing two corpora with respect to these
measures, we can determine whether one corpus

15https://support.reddithelp.
com/hc/en-us/articles/
360043033952-Formatting-Guide

Acadian Properties Formula

Ac
ad

ia
n

Acadian French Tokens # Acadian French tokens
N

Acadian French Types # Acadian French types
V

Auxiliary Avoir Ratio # auxiliary avoir tokens
# auxiliary tokens

Acadian Conjunctions # Acadian conjunction tokens
# conjunction tokens

Infinitive verb with prep. # Acadian preposition + inf. verb tokens
# inf. verb tokens

Questions Containing ti # questions contaning the token ti
# questions

English verb tokens # English verb tokens
# verb tokens

English verb types # English verb types
# verb types

Point negation # point adverb tokens
# point + pas adverb tokens

Br
ay

on

Brayon Tokens # Brayon French tokens
N

Brayon Types # Brayon French types
V

Brayon Expressions # sentences with a Brayon expression
# sentences

Adverbs ending in -eux # adverb tokens with the suffix -eux
# adverb tokens

C
hi

ac

English Tokens # English tokens
N

English Types # English types
V

3rd Pers. Pl. -ont Verbs # third person plural -ont verb tokens
# third person plural verb tokens

-ly Adverb Tokens # -ly suffixed English adv. tokens
# -ly English + -ment French adv. tokens

-ly Adverb Types # -ly suffixed English adv. types
# -ly English + -ment French adv. types

Instances of you know # you know tokens
# you know tokens + French alternatives

Instances of right # adverbial right tokens
# abverb tokens

Instances of back # adverbial back tokens
# abverb tokens

Instances of own # own tokens
# own tokens + French alternatives

Table 4: Formulas for measures of Acadian French.

is more Acadian than the other.

5.4. Benchmark Comparison
Before we use these measures of Acadian French
to determine whether the Acadian corpora we con-
structed are indeed Acadian French, we first evalu-
ate these measures to determine whether they do,
in fact, behave as expected.

We compare AcadianDictionary, a known Aca-
dian French corpus, to WiktionaryFR, a comparable
corpus known to be standard French (Section 3.1).
If the measures are higher for AcadianDictionary
than for WiktionaryFR, then the measures behave
as expected, and correctly indicate that Acadian
French is more Acadian than standard French.

We apply Fisher’s Exact Test to determine
whether differences between the corpora are sig-
nificant. Fisher’s Exact Test, while exact for small
samples, is known for being conservative at a larger
scale (Upton, 1982). To apply Fisher’s Exact Test,
we transform our measures into 2x2 contingency
matrices. To do this, we count the number of times
the measure is seen in each corpus (i.e. the numer-
ator of the measure from Table 4) and the number

languesofficielles.nb.ca
https://support.reddithelp.com/hc/en-us/articles/360043033952-Formatting-Guide
https://support.reddithelp.com/hc/en-us/articles/360043033952-Formatting-Guide
https://support.reddithelp.com/hc/en-us/articles/360043033952-Formatting-Guide
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Acadian Tokens non-Acadian Tokens
AcadianDict. 1,808 67,426
WiktionaryFR 21,270 2,606,092

Table 5: Example 2x2 matrix used to calculate
Fisher’s Exact Test for the measure Acadian French
Tokens We count the number of Acadian, and non-
Acadian, tokens in each corpus.

Acadian French Measures AcadianDictionary

Ac
ad

ia
n

Acadian French Tokens
Acadian French Types
Auxiliary Avoir Ratio
Acadian Conjunctions
Acadian Relative Pronouns
Questions Containing ti
English Verb Tokens
English Verb Types
Instances of point Negation

Br
ay

on

Brayon French Tokens
Brayon French Types
Brayon French Expressions
Adverbs ending in -eux

C
hi

ac

English Tokens
English Types
Third Person Plural -ont Verbs
-ly Adverb Tokens
-ly Adverb Types
Instances of you know
Instances of right
Instances of back
Instances of own

Table 6: Comparison of the target corpus Acadian-
Dictionary to the reference corpus WiktionaryFR.

of times it is not seen (i.e. denominator − numera-
tor). Table 5 shows an example 2x2 matrix for the
Acadian French Tokens measure.

Table 5 shows the results of these comparisons.
Measures that are significantly different (p < 0.05)
between the two corpora are shown in green and
red. Green indicates that the measure was higher
in AcadianDictionary (the target corpus) and red
indicates that the measure was higher in the refer-
ence corpus. Yellow indicates that the difference is
not significant.

The Acadian French measures are, in most
cases, higher for AcadianDictionary than for Wik-
tionaryFR, or there is no difference between the
corpora, with two exceptions: Acadian relative pro-
nouns and English types. This indicates that the
measures overall behave as expected, and are able
to correctly recognize Acadian French as more Aca-
dian than standard French. Future work could fur-
ther examine the measures that do not behave as
expected to better understand why this is the case.

5.5. Results
In this section, we apply the measures of Acadian
French to the Acadian corpora we built — Boot-
CaT, CC_NB_Domain, and r/acadie — to deter-
mine whether these corpora are indeed Acadian.
We compare each Acadian corpus (the target cor-
pus) to the same reference corpus: frWaC. We
consider an additional target corpus, AcadianDic-
tionary, as a point of comparison. We compare
target and reference corpora in the same way as
in Section 5.4.

Table 6 shows the results of these comparisons.
Again, measures that are significantly different (p <
0.05) between the target and reference corpora
are shown in green and red. Green indicates that
the measure was higher in the target corpus, and
red indicates that the measure was higher in the
reference corpus (frWaC). Yellow indicates that the
difference is not significant.

The measures of Acadian French Tokens and
Acadian French Types are higher for all target cor-
pora than the reference corpus. These measures
focus on Acadian-specific vocabulary and capture
the total number of usages of these words (Aca-
dian French Tokens) as well as the diversity of these
words in a corpus (Acadian French Types). All three
corpora we built contain more Acadian French to-
kens and types than the reference corpus, indicat-
ing that each corpus we built does indeed include
Acadian French. We now further consider the find-
ings for each corpus.

BootCaT shows identical results for Brayon mea-
sures as AcadianDictionary. General Acadian
French measures are also very similar to Acadian-
Dictionary except for English Verb Tokens. Most
Chiac measures are not higher for this corpus than
the reference corpus. This corpus has the highest
amount of significant Brayon French measures of
the corpora we built. This could be due to the over-
lap between Brayon and Québec French. Québec,
a larger province in Canada, potentially has more
internet presence, and thus, Québec Frech could
be more prominent in search engine results. This
influence of Québec was also observed in the key-
word analysis. Québec and québécois were found
to be keywords for this corpus.

For Common Crawl, most measures are not sig-
nificant. This is likely due to size and content. This
corpus was restricted to the content from the .nb.ca
domain. This domain holds the provincial educa-
tion websites, most of which are written in standard
French. Additionally, the .nb.ca domain is relatively
small compared to some other domains (e.g., .ca,
.uk). For the measures that are significant, there is
a roughly even split between those that are higher
for this corpus vs. the reference corpus.

The Reddit corpus, r/acadie, showed the most
significant Chiac measures and the most signifi-
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Acadian French Measures AcadianDictionary BootCaT CC_NB_Domain r/acadie
Ac

ad
ia

n
Acadian French Tokens
Acadian French Types
Auxiliary Avoir Ratio
Acadian Conjunctions
Acadian Relative Pronouns
Questions Containing ti
English Verb Tokens
English Verb Types
Instances of point Negation

Br
ay

on

Brayon French Tokens
Brayon French Types
Brayon French Expressions
Adverbs ending in -eux

C
hi

ac

English Tokens
English Types
Third Person Plural -ont Verbs
-ly Adverb Tokens
-ly Adverb Types
Instances of you know
Instances of right
Instances of back
Instances of own

Table 7: Comparison of each target corpus to the frWaC.

cant measures overall. The only measure which is
higher for the reference corpus is Acadian Relative
Pronouns; however, in the analysis in Section 5.4,
this measure was not found to be higher for Aca-
dian French than for standard French. As such, this
might not be an indication that r/acadie is not Aca-
dian. Despite the strong indications that this corpus
is Acadian, it is also the smallest of the Acadian
corpora constructed.

The findings of this analysis, along with those for
keyword analysis in Section 5.2, indicate that all
three corpora — BootCaT, CC_NB_Domain, and
r/acadie — hold Acadian French content within
them.

6. Conclusion

This work examined how off-the-shelf NLP tools per-
form on Acadian French text. Our findings showed
that they perform worse on Acadian French text
than on standard French text. This confirmed the
importance of an Acadian French corpus, which
could potentially be used for training NLP systems
to improve their performance on Acadian French.

We created three corpora using web-as-corpus
methodologies. The first was a domain-crawled cor-
pus. We used CommonCrawl’s extensive database
and scraped New Brunswick (.nb.ca) websites. The
second was a social media-based corpus from Red-
dit, where we gathered all posts and comments in
the “r/acadie” subreddit. The third was a BootCaT-
based corpus, where we used Acadian French
words found within the other two corpora to form

queries which were sent to a search engine to re-
trieve webpages containing those terms.

We proposed 22 statistical corpus-based mea-
sures based on Acadian French characteristics
found in previous research. We showed that these
measures indicate that Acadian French text is more
Acadian than standard French text. Using these
measures, and keyword analysis, we compared
our three newly-built corpora to frWaC. Our find-
ings showed that all three corpora hold Acadian
French content within them. We found that r/acadie
had the highest number of Acadian characteristics
while BootCaT was the largest corpus.

This work was partially limited by the lack of
current-day NLP tools trained in Acadian French.
This is the case since some of our measures
depended on correctly tagged words, which we
showed, in Section 3.3, the POS tagger worked
less accurately on Acadian French text. However,
the analysis in Section 5.4 is motivated in part by
such limitations to understand their impact on the
behaviour of these measures, with the findings in
Table 6 suggesting that the measures can be used
to identify Acadian French.

A possibility for future work would be to con-
firm that these corpora would help off-the-shelf
NLP tools to perform better on Acadian French.
This would help address the aforementioned limi-
tation. Additionally, researchers could use Twitter
as another source of social media text because
of the availability of information about the geo-
graphic location of the origin of tweets. Equiv-
alently, it may be interesting to investigate how
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the measures in our research differentiate Aca-
dian French from closely related French varieties
(e.g., Quebec French, Fransaskois (Saskatchewan
French), Franco-Ontarian French). Depending on
the French variety, it may have a harder time dis-
tinguishing Acadian French. Alongside this, re-
searchers could create measures to distinguish
these closely related French varieties from stan-
dard French.
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