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Abstract
The task of Split and Rephrase, which splits a complex sentence into multiple simple sentences with the same
meaning, improves readability and enhances the performance of downstream tasks in natural language processing
(NLP). However, while Split and Rephrase can be improved using a text-to-text generation approach that applies
encoder-decoder models fine-tuned with a large-scale dataset, it still suffers from hallucinations and under-splitting. To
address these issues, this paper presents a simple and strong data refinement approach. Here, we create WikiSplit++
by removing instances in WikiSplit where complex sentences do not entail at least one of the simpler sentences and
reversing the order of reference simple sentences. Experimental results show that training with WikiSplit++ leads to
better performance than training with WikiSplit, even with fewer training instances. In particular, our approach yields
significant gains in the number of splits and the entailment ratio, a proxy for measuring hallucinations.

Keywords: Split and Rephrase, Data Refinement

1. Introduction

Simplifying complex text without changing its mean-
ing can be achieved through text simplification. This
task involves word deletion, reordering, and inser-
tion, as well as syntactic reconstructions, and it can
help reduce the burden of reading for humans or
assist with downstream NLP tasks. Currently, auto-
matic text simplification methods rely on encoder-
decoder models (Nisioi et al., 2017; Martin et al.,
2020; Devaraj et al., 2022), particularly pre-trained
ones like BART (Lewis et al., 2020) and T5 (Raffel
et al., 2020).

Split and Rephrase, a text simplification task pro-
posed by Narayan et al. (2017), breaks down a
complicated sentence into shorter, simpler ones as
much as possible without altering the vocabulary or
meaning of the complex sentence. Most Split and
Rephrase methods use encoder-decoder models
to accomplish this as a sequence-to-sequence gen-
eration task. Large-scale training datasets, such as
WebSplit (Narayan et al., 2017) from the WebNLG
corpus (Gardent et al., 2017) and WikiSplit (Botha
et al., 2018) from Wikipedia edit histories, are auto-
matically generated and used for the training.

Although current Split and Rephrase methods
have been improved, they still have limitations; they
sometimes generate simple sentences with halluci-
nations and fail to split complex sentences. Table 1
presents examples of hallucinations in WikiSplit.
Hallucinations, defined as the generation of un-
faithful or nonsensical text (Ji et al., 2023), are com-

monly observed in natural language generation and
may be caused by low-quality training datasets, as
illustrated in the table. 1

While automatic data construction methods help
create large-scale training datasets, they may also
contribute to such errors. Furthermore, Split and
Rephrase methods sometimes fail to split com-
plex sentences, while humans can easily do so.
Encoder-decoder models lack a mechanism to pe-
nalize non-splitting explicitly. When sequences of
multiple simple sentences are similar to a complex
sentence, encoder-decoder models might produce
complex input sentences without modification. This
is because even if the output of the model matches
the input, the loss value can still be low during train-
ing.

To address these issues, we propose a simple
and practical dataset refinement approach. We
start by removing unreliable training examples us-
ing a Natural Language Inference (NLI) classifier.
Specifically, we exclude pairs of complex sentences
and their corresponding shorter ones from the train-
ing dataset when the meaning of the complex sen-
tence contradicts that of the shorter ones. Then, we

1According to Ji et al. (2023), hallucinations can be
further classified into two types: intrinsic hallucinations,
defined as “the generated output that contradicts the
source content,” and extrinsic hallucinations, defined as
“the generated output that cannot be verified from the
source content.” The examples in Table 1 and Figure1
show training instances that can lead to extrinsic halluci-
nation.
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Complex sentence Simple sentences

Her father was a physician and she was
raised in a secular environment.

Her father was a physician, and she followed in his footsteps.
She was raised in a secular environment.

It debuted at number 24 on the US
“Billboard” 200, and at number 70 in
Canada.

It debuted at number 24 on the “Billboard” 200, one of
the top debuts of that week.

The album debuted at number 70 in Canada.
A pink Hippo-like diplodorian, he can
produce bubbles from his mouth.

A pink Hippo-like diplodorian.
A blue diplodorian who can produce staples from his mouth.

Table 1: Actual examples containing hallucinations in WikiSplit (Botha et al., 2018) are marked in red .
The proposed filtering method using NLI classification removes these unsuitable examples and improves
models.

reverse the order of simple sentences for a complex
sentence to serve as a reference for training. This
ensures that the token sequence of a complex sen-
tence becomes more dissimilar to that of its shorter
versions. By applying this approach to WikiSplit,
we created a new dataset called WikiSplit++. Our
experimental results obtained from manually gen-
erated benchmark datasets, such as HSplit (Sulem
et al., 2018), Wiki-BM, and Cont-BM (Zhang et al.,
2020a), demonstrate the effectiveness of our ap-
proach. We also found that T5 fine-tuned with Wik-
iSplit++ successfully suppressed hallucinations in
simple sentences and produced more splits than
that trained with WikiSplit.

Our contributions are as follows2:

1. We propose a simple and practical data refine-
ment approach using NLI classification and
reversing the order of simple sentences for
the Split and Rephrase task. We also con-
struct WikiSplit++, a valuable resource for re-
searchers in the Split and Rephrase research
community.

2. We demonstrate that T5 trained with Wik-
iSplit++ produces fewer hallucinations and
more splits than that trained with WikiSplit.

2. Related Work

2.1. Methodologies
The Split and Rephrase technique aims to break
down complex sentences into simpler and shorter
ones as much as possible without changing the
vocabulary or meaning. It is this point that makes
Split and Rephrase differ from other text simplifica-
tion tasks. Since we can treat Split and Rephrase
as a sequence-to-sequence generation task, we
can usually use encoder-decoder models. Narayan

2Our code and dataset are publicly avail-
able at https://github.com/nttcslab-nlp/
wikisplit-pp and https://huggingface.co/
datasets/cl-nagoya/wikisplit-pp.

et al. (2017) introduced a multiple source sequence-
to-sequence approach using a three-layer LSTM
for the task. It receives a complex sentence and a
Resource Description Format (RDF) tuple of the ori-
gin and generates simple sentences. Aharoni and
Goldberg (2018) introduced a copy mechanism (Gu
et al., 2016) to improve the model. Recently, Kim
et al. (2021) introduced adaptive loss using dis-
tant supervision to further enhance the model and
achieve state-of-the-art performance.

2.2. Datasets
In order to train Split and Rephrase models, re-
searchers have developed large-scale datasets.
The first benchmark dataset for Split and Rephrase,
called WebSplit (Narayan et al., 2017), was col-
lected from the WebNLG (Gardent et al., 2017)
dataset, which includes RDF tuples and their cor-
responding texts. However, there are many over-
laps in the original WebSplit dataset among the
train, dev, and test datasets, so Aharoni and Gold-
berg (2018) removed them and showed that this
cleaning process improved Split and Rephrase. De-
spite this improvement, WebSplit remains limited
to containing unnatural linguistic expressions with
a small vocabulary. To address this, Botha et al.
(2018) constructed WikiSplit, which was automati-
cally obtained from Wikipedia edit history. Recently,
Niklaus et al. (2019b) constructed MinWikiSplit, a
dataset that applies DisSim (Niklaus et al., 2019a),
a rule-based sentence splitting system, to WikiSplit.
Kim et al. (2021) proposed BiSECT, which consists
of one-to-two sentence pairs extracted from paral-
lel corpora and translated into the same language
to construct a Split and Rephrase dataset. These
datasets are large enough to train encoder-decoder
models, but, as mentioned earlier, they include in-
appropriate pairs of complex sentences and their
corresponding simple sentences.

On the other hand, there are small yet valuable
datasets that are manually created for evaluation.
One example is HSplit (Sulem et al., 2018), com-
prised of complex sentences from Wikipedia and

https://github.com/nttcslab-nlp/wikisplit-pp
https://github.com/nttcslab-nlp/wikisplit-pp
https://huggingface.co/datasets/cl-nagoya/wikisplit-pp
https://huggingface.co/datasets/cl-nagoya/wikisplit-pp
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their corresponding simple sentences. Zhang et al.
(2020a) also created Wiki-BM and Cont-BM, which
offer a wider range of vocabulary and syntactic
structures based on sentences from Wikipedia and
contracts. Although these datasets may be insuf-
ficient for the training of encoder-decoder models,
they provide valuable resources for the evaluation
of Split and Rephrase systems.

2.3. Data Refinement
To improve the quality of natural language gener-
ation, it is crucial to refine the training datasets.
While naive data refinement, including elimina-
tion of duplications, has been proposed, linguisti-
cally motivated methods have also been introduced.
Specifically, textual entailment has been used as a
key indicator.

Carpuat et al. (2017) came up with a data refine-
ment method for parallel corpora that excludes in-
appropriate translation pairs. Their approach mea-
sures the quality of translations based on cross-
lingual textual entailment and additional length-
based features. Accordingly, their method elim-
inates unreliable translation pairs based on this
quality assessment. Similarly, Matsumaru et al.
(2020) used textual entailment to eliminate pairs of
untruthful headlines and corresponding source arti-
cles. They fine-tuned an existing NLI classification
model with their own training data since source arti-
cles have multiple sentences. Meanwhile, Lee et al.
(2022) demonstrated that excluding duplication in
the training data is effective for training language
models. These methods mainly focus on getting rid
of unsuitable pairs of source and target sentences,
that is, they do not consider modifying the training
data to enhance generation quality.

3. Proposed Method

First, we eliminate any pair of complex and simple
sentences that have conflicting meanings. Second,
we reverse the order of the simple sentences and
serve them as reference supervision in the training
dataset.

3.1. Natural Language Inference
Classification

To suppress the production of simple sentences
that contradict complex ones, it is important to
remove inappropriate sentence pairs (like those
in Table 1) from the dataset used to train a Split
and Rephrase model. Natural Language Inference
(NLI) classification models can be useful for identi-
fying these contradictions. The NLI classification
models classify the relationship between a given
premise and a hypothesis sentence into entailment,

He lives in Brooklyn, 
New York. 

He is married to 
Melissa Block. 

David joined the 
Labour Party in 1982.

The chicken nugget 
has been an active 
member ever since.

He lives in Brooklyn, 
New York and is 

married to Melissa Block.

EntailmentEntailment

ContradictionEntailment

David joined the Labour Party 
in 1982 and has been 

an active member ever since.

Figure 1: Overview of NLI classification. These are
actual examples from WikiSplit.

contradiction, or neutral. The Stanford NLI (SNLI)
dataset (Bowman et al., 2015) and the Multi-Genre
NLI (MNLI) dataset (Williams et al., 2018) are com-
monly used to train NLI classification methods.

We show a procedure to remove inappropriate
pairs of sentences in Figure 1. When a com-
plex sentence c and the corresponding simple sen-
tences s1, ..., sn are given, we put each pair of com-
plex sentence c and simple sentence si (1 ≤ i ≤ n)
into the NLI classification model. Here, Pent de-
notes the probability that a pair of sentences be-
longs to entailment. We regard pairs of sentences
as appropriate when probability Pent is higher than
that of contradiction or neutral. When all simple
sentences pass the above condition, we employ
pairs of complex sentences and corresponding sim-
ple ones in the training dataset.

Unlike the settings of Matsumaru et al. (2020),
which identify contradictions between an article and
its headline, we focus on identifying contradictions
between each sentence pair. Therefore, we simply
employ an existing NLI model without any modifi-
cation.

3.2. Sentence-Order Reversing

In many cases, the complex sentence and cor-
responding simple sentences result in similar se-
quences of tokens. During training, to generate the
sentence, the encoder-decoder model is trained
with cross-entropy loss to assess the tokens at a
particular time t. In order to split a sentence, a
period must be output in the appropriate position.
However, there are cases where it fails to do so, i.e.,
outputting an input sentence as is. Because the pe-
riod as a symbol for splitting a sentence is not given
special treatment, the loss value is significantly low
in such cases. Additionally, the lower frequency of
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He is married to Melissa Block. He lives in Brooklyn, New York. 

He lives in Brooklyn, New York  
and is married to Melissa Block.

Figure 2: Overview of sentence-order reversing.
To prevent the model from outputting the sentences
as they are, the model is trained with the reverse
order of the sentences as the gold labels.

periods compared to other words in the input sen-
tence is another contributing factor for the decoder
to reproduce the input complex sentences.

To address this issue and ensure that the mod-
els successfully split complex sentences, we can
simply disrupt the similarity between the input and
output sequences. One simple way to do this is by
reversing the order of simple sentences as shown
in Figure 2. By doing this, the models are prevented
from simply reproducing the input sentences word-
for-word.

It is possible for the first sentence in a split to
contain named entities (NEs) that are later referred
to using pronouns. Reversing the order of split
sentences may seem to compromise the relation-
ship between NEs and pronouns. However, be-
cause Transformer-based encoders can encode
sequences bidirectionally, the reverse order does
not cause inconsistencies during training.

4. Experimental Settings

4.1. Datasets
We developed WikiSplit++ by applying our data re-
finement to WikiSplit (Botha et al., 2018) because it
is the largest dataset and its sentences are written
by humans; that is, it is assumed to have more natu-
ral examples. While the size of BiSECT (Kim et al.,
2021) is nearly the same as WikiSplit, sentences
are automatically generated using machine trans-
lation. We follow the official train/dev dataset split
for WikiSplit, and our data refinement approach is
applied for each dataset. We then use it to train
the Split and Rephrase models.

Table 2 shows the statistics of WikiSplit and Wik-
iSplit++. By applying our data refinement, the num-
ber of instances for each dataset is significantly re-
duced. Approximately 35% of the sentences were
removed through this process. Note that we do not
use the test dataset because we conduct evalua-
tions using other datasets, as shown below.

HSplit (Sulem et al., 2018) contains 359 complex
sentences obtained from Wikipedia and each com-

WikiSplit WikiSplit++
Overall 994,481 630,433
train 795,585 504,375
dev 99,448 63,065
test 99,448 62,993

Table 2: Number of instances in the datasets used
for the experiment

plex sentence has simple sentences generated by
four different annotators.

Wiki-BM (Zhang et al., 2020a) contains 500 com-
plex sentences obtained from the test dataset of
WikiSplit. To create references for simple sen-
tences, three annotators generated them for each
complex sentence. Then, two other annotators
judged which simple sentences were ‘perfect.’ We
used these as references.

Cont-BM (Zhang et al., 2020a) contains 500 com-
plex sentences obtained from publicly available
legal procurement contracts. Reference simple
sentences were created in the same manner as
Wiki-BM.

4.2. Evaluation Metrics

Automatic Evaluation We utilized BLEU (Pa-
pineni et al., 2002), BERTScore (Zhang et al.,
2020b), SARI (Xu et al., 2016), and Flesch-Kincaid
Grade Level (FKGL) for automatic metrics by
following previous studies. We also included
BLEURT (Sellam et al., 2020), which has been
reported to have a better correlation with human
ratings than BERTScore. BLEU, BERTScore,
BLEURT, and SARI measure the quality of the gen-
erated sentences in terms of their content. On the
other hand, FKGL measures the readability of gen-
erated sentences, where smaller scores indicate
good readability. We also compute the average
number of splits and the percentage of outputs
identical to the complex.

Furthermore, we compute the ratio of complex
sentences that entail corresponding simple sen-
tences based on NLI classification as a proxy for
the evaluation of hallucinations. We refer to this
metric as the ‘Entailment ratio’. It has been shown
that such NLI scores, as a measure of factual con-
sistency, have a higher correlation with human
evaluation than metrics that measure word over-
lap (Honovich et al., 2021), suggesting that they
can also accurately assess the presence of halluci-
nations (Kryscinski et al., 2020). Note that the NLI
classification model is the same as that used for
data refinement.
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4.3. Baseline Methods
To investigate the impact of WikiSplit++, we com-
pare our methods with the following baselines.

Echo outputs the input complex sentence as is.

DisSim (Niklaus et al., 2019a) is a discourse-
aware sentence-splitting framework based on hand-
crafted rules that splits a complex sentence recur-
sively by applying a small set of 35 rules.

BiSECT Model (Kim et al., 2021)3 is a SOTA Split
and Rephrase method based on BERT-Initialized
Transformer (Rothe et al., 2020). We used a pub-
licly available pre-trained model4 trained with Bi-
SECT and WikiSplit datasets.

GPT-3 is a pre-trained language model with
an enormous number of parameters, and it has
achieved top performance in natural language gen-
eration tasks. We conducted experiments using
both zero-shot and three-shot learning settings and
utilized the text-davinci-003 model from Ope-
nAI. The prompts we used are as follows:

Split and rephrase the following complex
sentence into a simple and concise
number of sentences, while maintaining
the structure, phrases, and meaning of
the sentences.
Complex sentence: An example of
the complex sentence
Simple sentences: The reference
simple sentences.

4.4. Implementation Details
Encoder-Decoder Model We used T5-
small (Raffel et al., 2020), a popular pre-trained
encoder-decoder model for sequence-to-sequence
generation. We implemented our experiments with
PyTorch (Paszke et al., 2019) and downloaded
the pre-trained checkpoint of T5-small from
HuggingFace’s Transformers (Wolf et al., 2020).

NLI Classification We used DeBERTa-v2
XXL (He et al., 2021) fine-tuned on MNLI5 as the
pre-trained NLI classification model. After applying
our proposed filtering to WikiSplit, the total number
of cases went from 994,481 to 630,433, thus
removing 364,048 cases, or about 36.6% of the

3We refer to the Split and Rephrase method proposed
by Kim et al. (2021) as the BiSECT Model and the dataset
described in the paper as BiSECT.

4https://github.com/mounicam/BiSECT
5https://huggingface.co/microsoft/

deberta-v2-xxlarge-mnli

entire dataset. The dataset was then divided into
train/dev/test sets at a ratio of 8:1:1. The number
of cases in the dataset before and after filtering
with NLI classification is shown in Table 2.

Sentence-Order Reversing To reverse the order
of simple sentences, we have to identify the sen-
tence boundaries in a sequence of multiple simple
sentences. The period is a significant cue for iden-
tifying the sentence boundaries; however, we failed
to split sentences when using the period as the only
cue. Therefore, we applied PySBD (Sadvilkar and
Neumann, 2020) to the raw string in the datasets to
split them. PySBD is a rule-based sentence bound-
ary detector that outperforms conventional sen-
tence boundary detection tools such as NLTK and
SpaCy. The boundary detection accuracy is about
97% on the GENIA corpus (Read et al., 2012).

Please note that the models generate shorter
(simplified) sentences in reverse order as one se-
quence of tokens. To identify these shorter sen-
tences from the sequence, we detected sentence
boundaries within this sequence by utilizing PySBD.
Once identified, we rearranged the sentences in
reverse order to obtain the final result.

Fine-tuning We set the batch size to 32 and the
number of training steps to 20,000, and we used the
AdamW (Loshchilov and Hutter, 2019) optimizer
with a linear learning rate warmup of 2,000 steps.
The learning rate was selected from {1e-3, 5e-4,
2e-4, 1e-4, 5e-5} using the development set. We
show the losses obtained from the development
dataset in Table 3. We ran the experiment three
times with different random seed values for each
learning rate and selected the one with the smallest
average loss. During inference, we used a 10-width
beam-search and ensured that the beam-search
did not repeat trigrams. We evaluated the mod-
els on the development set every 1,000 steps and
used the checkpoint with the smallest loss on the
development set for evaluation.

For fine-tuning, we used a single NVIDIA A6000
GPU and BFloat16 data type. The training time
for the T5-small model was about 70 minutes for
the WikiSplit dataset and about 60 minutes for the
WikiSplit++ dataset. Consequently, dataset filtering
facilitated a training acceleration of approximately
15%6.

Evaluation We used the pre-trained model pub-
lished by Kim et al. (2021) on GitHub7 for com-
parison. Since the output simple sentences from

6The degree of speedup is smaller than the reduction
in the number of training examples (36.6%) due to various
overheads, including evaluations on the development set.

7https://github.com/mounicam/BiSECT

https://github.com/mounicam/BiSECT
https://huggingface.co/microsoft/deberta-v2-xxlarge-mnli
https://huggingface.co/microsoft/deberta-v2-xxlarge-mnli
https://github.com/mounicam/BiSECT
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NLI Rev. Learning Rate
5e-5 1e-4 2e-4 5e-4 1e-3

0.6453 0.6356 0.6267 0.6188 0.6167
✓ 0.3319 0.3245 0.3192 0.3146 0.3147

✓ 0.6523 0.6416 0.6324 0.6238 0.6211
✓ ✓ 0.3377 0.3295 0.3233 0.3187 0.3182

Table 3: Validation losses for each learning rate. “NLI” indicates that filtering by NLI classification has
been applied, and “Rev.” indicates that sentence-order reversing has been applied. The loss values are
the averages of three experiments with different random seed values.

DisSim and BiSECT are tokenized into words, a
detokenize process was applied for a fair compar-
ison. The detokenize process was applied to our
model and the same process was applied to the
training and evaluation datasets. We used sacre-
BLEU (Post, 2018) to compute corpus-level and
sentence-level BLEU. A model trained by applying
sentence-order reversing produces reversed sim-
ple sentences, which is inconvenient for evaluation.
Therefore, we also reversed the output order of sim-
ple sentences from these models during inference.

5. Experimental Results and
Discussion

5.1. Results of Automatic Evaluation
Table 4 shows the automatic evaluation results.
We found that the performances differed among
the datasets. Scores on Cont-BM are lower than
those on HSplit and Wiki-BM. In particular, the dif-
ferences among BLEU, SARI, and FKGL are re-
markable. We believe that the difference in the
domains caused these results. Cont-BM is made
from contract documents prepared in their own writ-
ing styles, while HSplit and Wiki-BM are made from
Wikipedia in a standard writing style.

When compared to the baseline methods, vanilla
T5 trained with WikiSplit exhibited superior perfor-
mance over DisSim across all datasets. Further-
more, in many instances, it achieved better results
than the BiSECT model. These findings indicate
that the current state-of-the-art encoder-decoder
model has sufficient capability to handle the Split
and Rephrase tasks.

DisSim tended to generate too many simple sen-
tences, which could lead to inaccuracies. Surpris-
ingly, despite this issue, it achieved the highest
scores for SARI and FKGL. This suggests that
these metrics may not be the most reliable way to
evaluate the effectiveness of Split and Rephrase.

Based on our evaluation, neither the GTP-3 zero-
shot nor the 3-shot model performed well. In com-
parison to DisSim, the zero-shot model performed
similarly. Meanwhile, the 3-shot model showed
some improvement, but it still fell short when com-

pared to our methods and the BiSECT model. Ad-
ditionally, we found that GTP-3 models tended to
have a high number of copy operations but only a
moderate number of splits on average. This indi-
cates that their number of splits can be unstable,
leading to both over-split and under-split sentences.

Our proposed methods outperformed the base-
line methods in Entailment ratio. The Entailment
ratio scores show significant improvement with the
introduction of WikiSplit++. These results demon-
strate the effectiveness of the NLI classification
component. However, it should be noted that NLI
classification may not be as effective when dealing
with contract documents.

Our data refinement approach allowed for the re-
moval of unreliable instances, which led to a smaller
training dataset; as mentioned above, 36.6% of the
instances were eliminated. Generally, training with
a smaller number of instances would not yield sig-
nificant improvement. However, our T5 with Wik-
iSplit++ obtained better results than methods with
more extensive training data. As another advan-
tage, the small size of the dataset allowed us to
conduct efficient training.

When focusing on the number of splits, it be-
comes clear that we can generate a greater quan-
tity of simple sentences by introducing WikiSplit++.
We also found that WikiSplit++ successfully sup-
pressed T5’s output of sentences identical to the
input sentences. However, there is still room for im-
provement, since we require further splits in order
to achieve the level of human splits.

We present sentence examples in Table 5. Dis-
Sim produced incoherent sentences, while the Bi-
SECT model and T5-small generated fluent sen-
tences but suffered from hallucinations. In contrast,
our model produced relatively high-quality splits.

5.2. Impact of Data Refinement on other
Datasets

In order to assess the generality of our approach,
we conducted experimental evaluations by apply-
ing our method to various datasets. Table 6 shows
the results obtained from MinWikiSplit++ and Bi-
SECT++, which are applied to our proposed meth-
ods against MinWikiSplit and BiSECT, respectively.
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System Dataset BLEU BERTScore BLEURT SARI Entailment FKGL #Sent. Copy
HSplit (Sulem et al., 2018)

Echo N/A 88.91 97.10 84.48 66.60 100.00 12.81 1.00 100.00
DisSim N/A 63.71 94.93 75.54 66.74 92.20 7.85 2.96 21.73
BiSECT Model BiSECT+WikiSplit 86.98 96.54 81.35 57.65 95.26 8.58 1.98 2.23
GPT-3 (zero-shot) N/A 54.39 94.25 76.79 74.34 94.15 8.90 2.14 5.29
GPT-3 (3-shot) N/A 72.09 95.79 79.66 69.46 96.66 9.09 1.86 18.94
T5-small WikiSplit 87.95 96.65 82.06 57.17 95.49 8.63 1.98 2.48
T5-small WikiSplit++ 88.06 96.57 81.71 56.79 98.02 8.59 2.00 0.72
Reference N/A 100.00 100.00 89.81 57.26 99.16 8.83 1.98 N/A

Wiki-BM (Zhang et al., 2020a)
Echo N/A 71.72 97.91 83.07 62.78 100.00 14.81 1.01 100.00
DisSim N/A 56.86 95.76 74.08 57.66 86.60 7.33 4.18 6.20
BiSECT Model BiSECT+WikiSplit 78.05 98.31 85.18 43.37 98.26 9.59 2.00 0.74
GPT-3 (zero-shot) N/A 58.71 96.42 80.81 66.45 96.77 8.88 2.40 0.50
GPT-3 (3-shot) N/A 71.14 97.89 84.05 57.05 98.51 9.15 2.17 1.49
T5-small WikiSplit 78.26 98.34 85.42 42.96 99.01 9.57 2.00 0.67
T5-small WikiSplit++ 78.12 98.32 85.28 43.37 99.13 9.55 2.00 0.97
Reference N/A 100.00 100.00 93.39 37.39 98.76 7.92 3.06 N/A

Cont-BM (Zhang et al., 2020a)
Echo N/A 72.65 97.19 83.42 63.06 99.75 21.87 1.03 100.00
DisSim N/A 54.67 94.43 71.23 61.69 68.47 10.53 4.37 8.62
BiSECT Model BiSECT+WikiSplit 68.52 96.54 78.87 57.72 90.15 14.17 1.99 4.68
GPT-3 (zero-shot) N/A 49.96 94.31 76.88 75.31 93.84 13.49 2.38 2.96
GPT-3 (3-shot) N/A 58.76 95.89 79.37 70.69 94.09 13.94 2.10 12.07
T5-small WikiSplit 72.31 97.18 81.89 51.40 96.92 14.32 1.94 8.42
T5-small WikiSplit++ 71.74 97.06 81.26 51.72 96.35 14.30 1.99 3.47
Reference N/A 100.00 100.00 93.59 37.95 92.61 11.67 3.13 N/A

Table 4: Automatic evaluation results on HSplit, Wiki-BM, and Cont-BM. Values are reported for corpus-
level BLEU (BLEU), BERTScore, BLEURT, SARI, Entailment ratio (Entailment), FKGL, the average
number of sentences (#Sent.), and the percentage of output equal to input (Copy). All scores except
“#Sent.” are multiplied by 100.

In similarity-based evaluation metrics such as
BLEU, SARI, and so on, data refinement has
marginal impact. The differences in scores are
also minor before and after applying the data re-
finement. However, we found remarkable gains
in the Entailment ratio for all datasets. The re-
sults suggest that our data refinement contributes
to reducing generations of simple sentences that
are not entailed by the source complex sentences,
which cannot be identified by similarity-based met-
rics. Furthermore, data refinement improves the
number of splits. These results imply that our data
refinement method has a significant impact on the
desirable aspects of Split and Rephrase, reducing
hallucinations and increasing the number of splits,
even though this does not contribute to greatly im-
proving the scores of similarity-based evaluation
metrics.

5.3. Ablation Study of Each Technique
We employed two techniques for dataset refine-
ment: NLI filtering and sentence-order reversing.

For greater understanding, we conducted an abla-
tion study to assess the impact of each technique.

Table 7 shows the results of experiments con-
ducted with Hsplit. According to the results, we
found that the Entailment ratio consistently im-
proved with the application of NLI filtering. Although
introducing NLI filtering alone reduced the num-
ber of splits, the introduction of sentence-order
reversing leads to an increase in the number of
splits, mitigating the undesired effect of reduced
split counts caused by NLI filtering. Additionally,
sentence-order reversing notably decreased the
proportion of cases where the input sentence is out-
put as is (i.e., “Copy” is reduced). While sentence-
order reversing alone enhanced the Entailment ra-
tio, the employment of NLI filtering yielded a more
substantial improvement. Moreover, the combina-
tion of NLI filtering and sentence-order reversing
synergistically augmented the Entailment ratio.
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Input
In such event, IBM reserves the right to modify the terms of the Special Bid or to
cancel your Special Bid authorisation.

Reference
In such an event, IBM reserves the right to modify the terms of the Special Bid.
IBM can also cancel your Special Bid authorisation.

System Output

DisSim
IBM reserves the right to modify the terms of the Special Bid or to cancel your
Special Bid authorisation. This is in such event.

BiSECT Model
In such event, IBM reserves the right to modify the terms of the Special Bid.
You can also cancel your special bid authorisation.

T5-small
In such event, IBM reserves the right to modify the terms of the Special Bid. It
may also be able to cancel your special bid authorisation.

T5-small + NLI + Rev.
In such event, IBM reserves the right to modify the terms of the Special Bid. Or
to cancel your special bid authorisation.

Table 5: Actual example from Cont-BM (Zhang et al., 2020a) and corresponding outputs from each
system. “NLI” denotes the model trained on the dataset where NLI classification was applied, and “Rev.”
denotes the model trained on the dataset where the order of simple sentences was reversed.

Dataset BLEU BERTScore BLEURT SARI Entailment FKGL #Sent. Copy
HSplit (Sulem et al., 2018)

WikiSplit 87.95 96.65 82.06 57.17 95.49 8.63 1.98 2.48
WikiSplit++ 88.06 96.57 81.71 56.79 98.02 8.59 2.00 0.72
MinWikiSplit 77.98 95.77 76.38 65.45 83.54 8.47 2.11 25.88
MinWikiSplit++ 77.67 95.71 76.87 65.93 90.11 8.49 2.13 27.24
BiSECT 73.57 96.10 79.13 67.41 90.72 8.73 1.98 2.79
BiSECT++ 73.54 96.01 79.44 68.13 95.88 8.57 1.99 1.20

Wiki-BM (Zhang et al., 2020a)
WikiSplit 78.26 98.34 85.42 42.96 99.01 9.57 2.00 0.67
WikiSplit++ 78.12 98.32 85.28 43.37 99.13 9.55 2.00 0.97
MinWikiSplit 71.68 96.94 76.62 56.54 86.43 8.53 2.58 11.02
MinWikiSplit++ 70.28 96.61 75.37 57.20 90.15 8.19 2.84 6.80
BiSECT 67.27 97.86 82.97 60.51 98.88 9.51 1.99 1.36
BiSECT++ 66.66 97.82 82.72 60.88 98.36 9.55 2.00 1.04

Cont-BM (Zhang et al., 2020a)
WikiSplit 72.31 97.18 81.89 51.40 96.92 14.32 1.94 8.42
WikiSplit++ 71.74 97.06 81.26 51.72 96.35 14.30 1.99 3.47
MinWikiSplit 67.29 95.58 71.96 62.19 71.45 11.95 2.78 6.67
MinWikiSplit++ 65.70 95.36 71.17 63.54 80.86 12.01 2.76 8.33
BiSECT 60.65 96.05 78.11 69.39 87.29 14.47 1.96 7.36
BiSECT++ 59.38 95.99 77.76 70.12 94.58 14.21 2.00 2.98

Table 6: Ablation studies on other datasets. Each column has the same meaning as in Table 4.

5.4. Impact of NLI Classifier on
Performance

Since our experiments employ the same NLI clas-
sifier for both data refinement and system evalua-
tion, it might seem to be an unfair evaluation. To
justify our settings, we provide results of HSplit
from using a different NLI classifier for pruning
the dataset. For comparison, we employed TRUE-
xxl (Honovich et al., 2022)—a T5-xxl model fine-
tuned on several NLI datasets—and RoBERTa-
large (Liu et al., 2019) fine-tuned on MNLI. We
conducted experiments using three NLI classifiers

(DeBERTa, RoBERTa, and TRUE). For consistency
with Table 4, we also performed sentence-order re-
versing.

Table 8 shows the results. The results demon-
strate that there were consistent improvements in
the score for entailment rate, regardless of which
NLI classifier was used to prune the dataset. This
indicates that our method’s enhancements are cer-
tainly not due to the use of the same model for both
refining and evaluating data.
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NLI Rev. BLUE BERTScore BLEURT SARI Entailment FKGL #Sent. Copy
HSplit (Sulem et al., 2018)

87.95 96.65 82.06 57.17 95.49 8.63 1.98 2.48
✓ 88.81 96.80 82.79 57.23 97.74 8.71 1.93 7.35

✓ 88.21 96.58 81.68 56.68 96.74 8.57 2.00 0.33
✓ ✓ 88.06 96.57 81.71 56.79 98.02 8.59 2.00 0.72

Table 7: Results of evaluating how each technique affects performance

Classifier BLUE BERTScore BLEURT SARI Entailment FKGL #Sent. Copy
HSplit (Sulem et al., 2018)

N/A 87.95 96.65 82.06 57.17 95.49 8.63 1.98 2.48
DeBERTa 88.06 96.57 81.71 56.79 98.02 8.59 2.00 0.72
RoBERTa 88.08 96.57 81.74 56.73 98.25 8.60 2.00 0.67
TRUE 88.20 96.58 81.79 56.73 98.25 8.61 2.00 0.45

Table 8: Results of using different NLI classifiers for filtering datasets

Entailment Neutral Contradiction
HSplit 100.00 0.00 0.00
Wiki-BM 100.00 0.00 0.00
Cont-BM 98.77 0.49 0.74

Table 9: Proportion of instances classified into
each of three labels

5.5. Bias from NLI Classifier

We used an NLI classifier for dataset filtering, which
raised concern that the classifier’s accuracy could
introduce bias into the filtered dataset. Ideally,
we would verify the correctness of classifications
across the entirety of the dataset, but this is not fea-
sible from a time or cost perspective. To indirectly
assess such bias, we evaluated the NLI classifica-
tion accuracy on HSplit, Wiki-BM, and Cont-BM,
which were used as test sets in this study. Given
that the sets of complex sentences and simple sen-
tences are all examples of correct, they should be
classified as entailment. Therefore, analyzing the
percentage of these instances that are classified
into labels other than entailment may reveal poten-
tial biases introduced by the current NLI classifier-
based filtering process.

To this end, we conducted a three-way classi-
fication of each test set using the NLI classifier
(DeBERTa-xxl) and provide the results in Table 9.
From the table, it can be seen that for HSplit and
Wiki-BM, all cases could be classified as Entail-
ment. Since both HSplit and Wiki-BM are datasets
created from Wikipedia sentences, it can be in-
ferred that the NLI classifier used in this study
(DeBERTa-xxl) is capable of performing NLI clas-
sification with high accuracy on WikiSplit as well,
which is also created from Wikipedia sentences.

While the classification accuracy for Cont-BM
was slightly lower than that for HSplit and Wiki-BM,

it was still sufficiently high. This difference can
be attributed to Cont-BM being created from con-
tract sentences, which belong to a domain different
from Wikipedia. This suggests that sentences that
are less Wikipedia-like might have a slightly bet-
ter chance of being filtered out from WikiSplit++.
However, since the classification accuracy is high
enough, we believe that the impact of bias from the
classifier is not significant.

6. Conclusion

This paper proposed a simple and practical data
refinement approach for Split and Rephrase. First,
we removed unreliable training instances, i.e., pairs
of complex and corresponding simple ones where
the complex sentence does not entail the simple
sentences, to suppress hallucinations. Second,
we reversed the order of simple sentences in the
training dataset to prevent generating complex sen-
tences as is. We produced WikiSplit++ by applying
the data refinement for WikiSplit and then trained
encoder-decoder models with it. Manual and auto-
matic results obtained from HSplit, Wiki-BM, and
Cont-BM demonstrate that our data refinement sup-
presses hallucinations caused by contradictions
between complex and simple sentences and in-
creases the number of splits. Furthermore, our
data refinement has sufficient generality through
experimental results on MinWikiSplit and BiSECT.
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