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Abstract
Zero-shot event detection is a challenging task. Recent research work proposed to use a pre-trained textual
entailment (TE) model to solve this task. However, those methods treated the TE model as a frozen annotator. We
treat the TE model as an annotator that can be enhanced. We propose to use a TE model to annotate large-scale
unlabeled text and use annotated data to finetune the TE model, yielding an improved TE model. Finally, the
improved TE model is used for inference on the test set. To improve the efficiency, we propose to use keywords to
filter out sentences with a low probability of expressing event(s). To improve the coverage of keywords, we expand
limited number of seed keywords using WordNet, so that we can use the TE model to annotate unlabeled text effi-
ciently. The experimental results show that our method can outperform other baselines by 15% on the ACE05 dataset.
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1. Introduction

Event detection (ED) (Nguyen and Grishman,
2015; Chen et al., 2015; Nguyen et al., 2016a,b;
Sha et al., 2018; Zhang et al., 2019; Yang et al.,
2019; Nguyen and Nguyen, 2019; Zhang et al.,
2020) is an important task in information extrac-
tion. ED methods are mostly accomplished in a
supervised manner which requires a large number
of annotated data. To mitigate the burden of ex-
tensive annotations, a more challenging paradigm
named zero-shot event extraction (Huang et al.,
2016) is proposed. In this zero-shot setting, anno-
tated training data is not available.

Recently, Lyu et al. (2021) and Sainz et al. (2022)
used a pre-trained Textual Entailment (TE) model
to detect event types on the test set without using
any annotated training data. They generated a
description for each event, considered it a hypoth-
esis, and treated the input text as a premise. A TE
model (Bowman et al., 2015; Williams et al., 2018)
is used to infer whether the premise entails the hy-
pothesis. A high entailment score indicates that the
text contains an event the hypothesis describes.

However, the aforementioned methods (Lyu
et al., 2021; Sainz et al., 2022) treat the TE model
as a frozen annotator which is used solely for in-
ference on the test set. In this paper, we view the
TE model as an annotator that can be enhanced.
We propose to use TE models to annotate large-
scale unlabeled text and then use the annotated
data to finetune the TE model to enhance its per-
formance. Finally, the enhanced TE model is used
to infer event types in the test data. Specifically,
we generated a hypothesis for each event type and
treated the input sentence as the premise. We

Figure 1: The illustration of the difference between
a textual entailment model as a frozen annotator
and an enhanced annotator.

set a filter threshold to determine whether an in-
put text expresses an event. In this way, the TE
model can naturally identify sentences that express
single, multiple, or no event mentions. After obtain-
ing annotated data, we used it to finetune the TE
model, resulting in an enhanced TE model that is
subsequently used for inference on the test set.
The difference between a frozen annotator and an
enhanced annotator is shown in Figure 1.

Ideally, TE models can be used to annotate mas-
sive amounts of unlabeled text to detect events.
However, this process is time-consuming. To mit-
igate this issue, we propose to use keywords to
filter out the text that is unlikely to express an event.
Human-provided keywords usually have high accu-
racy but low coverage. Inspired by Araki and Mita-
mura (2018); Tong et al. (2020), we use WordNet
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Figure 2: The general workflow of using a pre-trained TE model and keyword expansion to annotate
unlabeled data.

(Miller, 1995) to expand the keywords. Specifically,
we include words in the synsets that have one of
the three relations (lemma, hyponyms, instance
hyponyms) with synsets to which seed keywords
belong.

The contributions are summarized as follows:
• We turn the TE model into an enhanced anno-

tator by utilizing it to annotate massive amounts of
unlabeled data and subsequently finetune it.
• To improve the efficiency, we propose to use

keywords to filter out sentences with a low probabil-
ity of expressing events. To improve the coverage
of keywords, we expand the limited number of seed
keywords using WordNet.
• The experimental results show that our method

can outperform other baselines by 15% on the
ACE05 dataset.

The code is available at:
https://github.com/ZeroNLP/ZS_TE

2. Related Work

Most existing event detection methods (Nguyen
et al., 2016a; Lin et al., 2020) are supervised meth-
ods, relying on high-quality labeled data. Zero-
shot event detection methods (Huang et al., 2016;
Zhang et al., 2021; Lyu et al., 2021; Wang et al.,
2021; Sainz et al., 2022) accomplish the task with-
out using any annotated training data. Lyu et al.
(2021); Sainz et al. (2022) used a pre-trained TE
model to detect events. However, they used the
TE model to infer the test data directly.

In this paper, the zero-shot setting means no
annotated training data is available and inference
is conducted on the entire test set. We follow Lyu
et al. (2021) and Sainz et al. (2022) and call this
setting as the zero-shot setting. Traditionally, the
zero-shot setting (Larochelle et al., 2008) means
training on some annotated seen data and testing

on unseen data. In this paper, we do not refer to
this setting.

Some existing event detection methods (Chen
et al., 2017; Zeng et al., 2018; Tong et al., 2020)
proposed to annotate unlabeled data using knowl-
edge bases or augment data using a labeled
dataset. Zeng et al. (2018) directly used the ACE05
event extraction dataset as a knowledge base to
automatically generate annotation data consistent
with the ACE05 event ontology. Tong et al. (2020)
annotated more triggers using WordNet (Miller,
1995) and proposed a knowledge distillation model
to leverage annotated triggers, where the teacher
model is trained on an annotated dataset. Com-
pared with the above methods, our method only
uses a few keywords instead of a labeled dataset
to annotate massive labeled data.

3. Methodology

3.1. Data Annotation

The general overview of generating annotated data
is shown in Figure 2. There are two steps in data
annotation. First, we expand keywords using Word-
Net (Miller, 1995). Secondly, we extract sentences
that contain keywords from the New York Times
(NYT) corpus (Sandhaus, 2008) and then use a
pre-trained TE model to annotate them.

The seed keywords we used are human-
provided. Zhang et al. (2021) create seed key-
words for the event types in the ACE05-E+ (Lin
et al., 2020). There are averaged 3 keywords for
each event type. Inspired by Araki and Mitamura
(2018); Tong et al. (2020), we use WordNet (Miller,
1995) to expand the keywords. Following the first
step in Tong et al. (2020), we first disambiguate
each seed keyword into WordNet sense using a
tool named IMS (Zhong and Ng, 2010). We then re-

https://github.com/ZeroNLP/ZS_TE
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Figure 3: Augmented Examples.

trieve the words in the same synset, the hyponyms
synset, and the instance hyponyms synset of the
synsets that seed keywords belong to. All retrieved
keywords are included in the final keyword set.

After that, we extract all the sentences that con-
tain these keywords from the NYT corpus. We
use a pre-trained textual entailment (TE) model
to detect the event type for each sentence. The
hypothesis of each event type is manually written
according to the ACE event annotation guidelines.
The premise is the input sentence. We set a filter
threshold τ for the TE model to annotate data. If
any hypothesis yields an entailment score larger
than the filter threshold τ , we label the sentence
as the corresponding event type. Furthermore, if
the entailment scores of all hypotheses are smaller
than the filter threshold τ , we annotate it as “not
mentioned”.

3.2. TE Model Finetuning

For the event detection task, we use the annotated
NYT data to finetune the TE model. The input of
the TE model is a pair of text, i.e., premise and hy-
pothesis. The label of an input can be “entailment”,
“neutral”, or “contradiction”. We construct the input
as follows. Since all sentences in annotated NYT
data can naturally form “entailment” pairs, we have
to create some “neutral” and “contradiction” pairs.
We create a “neutral” pair by setting the hypothe-
sis to a hypothesis corresponding to another event
type for the same sentence. We create a “con-
tradiction” pair by setting the hypothesis as “This
sentence does not express any event.” In the infer-
ence phase, we follow Lyu et al. (2021) which uses
a confidence threshold γ (a hyperparameter) to de-
termine whether a hypothesis is confident enough
to be considered as expressing an event.

Most existing event detection methods (Nguyen
and Nguyen, 2019; Lin et al., 2020) solve the ED
task by detecting and classifying triggers. Remind
that the goal of event detection is to recognize and
categorize events, thus triggers could be viewed

Splits Train Dev Test

Sentences 19,240 902 676
Events 4,419 468 424

Table 1: Statistics of ACE05-E+ Dataset.

as intermediate results of this task. Considering
the fact it is challenging and time-consuming for
annotators to select the word(s) that most clearly
express an event, some trigger-free methods (Liu
et al., 2019; Zhao and Yang, 2022) have been
proposed. They achieve competitive performance
compared with mainstream methods, even without
requiring trigger-level annotations. Our method
falls into the trigger-free category.

In case triggers are needed in downstream tasks,
we also propose a method to identify triggers given
detected event types as inputs. We finetune the
BERT (Devlin et al., 2018) model using the an-
notated NYT data via prompt tuning. Since each
sentence contains at least one keyword, we con-
sider the keyword(s) in the sentence in NYT data
as the trigger(s). The prompt we used is “[EVENT]
<event> [EVENT] The trigger is [MASK] [SEP]
<sentence>”, where <event> is a placeholder for
the event type which is predicted by the finetuned
TE model, and <sentence> is a placeholder for
input, and [EVENT] is a special token.

If a sentence does not express any event, we let
the trigger classification model to predict "no trig-
ger." We propose two data augmentation methods
to generate "no trigger" data. First, we randomly
assign an event type and annotate it as “no trigger”
for the “not mentioned” sentence. Second, we ran-
domly assign a wrong event type for a sentence
that actually expresses an event, and annotate it
as “no trigger”. Figure 3 illustrates the above two
data augmentation methods.

4. Experiments

4.1. Experimental Settings

ACE05-E+ (Lin et al., 2020) dataset is a widely
used dataset for the event extraction task, which
pre-defines 8 event types and 33 subtypes. Details
of dataset splits are shown in Table 1. Our method
does not use the ACE05 training set.
Annotated NYT Data We used 107 keywords man-
ually crafted by Zhang et al. (2021) as the seed
keywords. After expansion, we obtain 1,347 key-
words. Out of these expanded keywords, only 131
overlapped with trigger words found in the ACE05
dataset, which contains a total of 1,223 unique
trigger words. Therefore, the overlapped words
accounted for less than 10% of the trigger words
in the dataset. Despite the relatively low cover-
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age rate, the expansion process still resulted in
improvements. We extract sentences that contain
keywords in the New York Times (NYT) corpus
(Sandhaus, 2008) from Sep.1987 to Dec.1988. We
use a TE 1 model as an annotator. The TE model
was trained on the MNLI dataset (Williams et al.,
2018). Finally, we collected 322,570 data, includ-
ing 268,406 single-event data and 54,164 multi-
event data. The single-event (multi-event) data
express one (more than one) event within a sen-
tence. The annotated NYT data is available at the
Github repository.

The compared methods include various zero-
shot event detection baseline methods such as Lib-
eral_EE (Huang et al., 2016), ZS4IE (Sainz et al.,
2022), ZS_Transfer (Lyu et al., 2021), ZS_CLEVE
(Wang et al., 2021), Label_Aware (Zhang et al.,
2021) and Chat4ED (Li et al., 2023), three su-
pervised methods including supervised CLEVE,
OneIE (Lin et al., 2020) and TBNNAM (Liu et al.,
2019) as our upper-bound methods.

Liberal_EE (Huang et al., 2016) applies Word
Sense Disambiguation to extract semantic triggers
and arguments, then constructs the trigger’s event
representation using semantically related functions.
Finally, (Huang et al., 2016) names the clusters of
triggers using the joint clustering network.

ZS4IE (Sainz et al., 2022) identifies potential
targets for extraction through candidate generation,
then employs user-defined templates to describe
these candidates. They finally adopt a pre-trained
TE model for inference.

ZS_Transfer (Lyu et al., 2021) formulates the
zero-shot event detection as a Textual Entailment
(TE) task. They treat a text piece as the premise.

ZS_CLEVE/CLEVE (Wang et al., 2021)
ZS_CLEVE utilizes a contrastive learning frame-
work to train a model on unlabeled data. They
train a text encoder to learn event semantics and
a graph encoder to learn event structures. By
contrast, the supervised CLEVE is fine-tuned
on annotated datasets instead of the AMR (Ba-
narescu et al., 2013) structures of unsupervised
corpora.

Label_Aware (Zhang et al., 2021) acquires the
cluster of contextualized embedding for labels, then
maps the contextualized representation of triggers
and arguments to their corresponding types based
on their similarities to clusters in the embedding
space.

Chat4ED (Li et al., 2023) utilizes ChatGPT for
Event Detection(ED) task in specific settings involv-
ing instructions. They ask ChatGPT to generate
responses and select the most suitable answer
from a predefined set of candidate labels.

OneIE (Lin et al., 2020) constructs an informa-
tion graph based on entity mentions and event trig-

1huggingface.co/microsoft/deberta-v2-xlarge-mnli

Methods P R F1

CLEVE (Wang et al., 2021) 78.1 81.5 79.8
OneIE (Lin et al., 2020) 74.3 70.3 72.2
TBNNAM (Liu et al., 2019) 76.2 64.5 69.9

Liberal_ EE (Huang et al., 2016) 55.7 45.1 49.8
ZS4IE (Sainz et al., 2022) 32.0 52.9 39.9
ZS_Transfer (Lyu et al., 2021) 31.7 60.6 41.7
ZS_CLEVE (Wang et al., 2021) 62.0 47.3 53.7
Label_Aware (Zhang et al., 2021) 54.1 53.1 53.6
Chat4ED (Li et al., 2023) 9.4 44.3 15.5

ZS_TE (our method) 65.6 72.3 68.8±0.003
w/o keyword expansion 54.0 83.6 65.6±0.006

Table 2: Precision, recall, and F1 scores (%) in the
event detection task.

Data Combinations P R F1

Single 58.0 74.9 65.3±0.018
Multi 37.3 94.5 53.5±0.012
Single + Multi 65.6 72.3 68.8±0.003

Table 3: Precision, recall, and F1 scores (%) of our
methods in the event detection task using different
data combinations.

gers, calculates label scores for nodes and links,
and finally searches for globally optimal extraction
results.

TBNNAM (Liu et al., 2019) detects the event
types without detecting triggers. They encode
the representation of a sentence based on target
event types and propose a type-aware bias neural
network with attention mechanisms. TBNNAM is
a trigger-free event detection method that detect
events without labeled triggers.

Like other zero-shot methods (Lyu et al., 2021;
Zhang et al., 2021; Sainz et al., 2022), we tune
hyperparameters on the development set. The
filter threshold τ and the confidence threshold γ
are both set to 0.9. We run each experiment three
times and report the mean and std.

4.2. Results Analysis

Event Detection. As shown in Table 2, our
method outperforms the baseline ZS_CLEVE by
15%. Our method can achieve 86% performance
of the upper-bound supervised CLEVE. Without
using expanded keywords, our method drops 3%,
which shows the effectiveness of the keyword ex-
pansion strategy. We also evaluate the effects of
single-event data and multi-event data. As shown
in Table 3, the combination of single-event and
multi-event data yields the best F1 score.
Trigger Classification. In case triggers are
needed in downstream tasks, we also propose
a method to identify triggers given detected event
types as inputs. As shown in Table 4, the trigger
classification result drops 9%. The possible reason
is that BERT (Devlin et al., 2018) model may not
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be proficient in identifying and classifying words.
We leave the problem of identifying triggers given
detected events as inputs to future work.

ZS_TE (our method) P R F1

Event Detection 65.6 72.3 68.8±0.003
Trigger Classification 66.9 54.1 59.8±0.002

Table 4: Precision, recall, and F1 scores (%) in the
event detection and trigger classification task.

4.3. Low-resource Settings

We evaluate our method and two supervised meth-
ods on a low-resource setting in which we use
10% ~50% ACE data for training. In Figure 4, our
method consistently outperforms TBNNAM (Liu
et al., 2019) by a large margin in different pro-
portions. Note that OneIE used trigger-level an-
notations while our method and TBNNAM do not
use them. Direct comparison between OneIE and
trigger-free methods is not fair. OneIE here serves
as a reference rather than a baseline.
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Figure 4: F1 scores (%) of our method and OneIE
in the event detection task in different low-resource
settings.

4.4. Hyperparameter Analysis

The search range of filter threshold τ is
{0.5, · · · , 0.9}. As shown in Figure 5, when the
filter threshold τ is larger, the performance is better
since a high filter threshold τ can filter out more
samples with wrong event types.

The search range of confidence threshold γ is
{0.5, · · · , 0.9}. As shown in Figure 5, 0.9 yields the
best performance and stability among all thresh-
old values. When the confidence threshold γ is
larger, the performance is better because a high
confidence threshold γ can rule out more wrong
event types.
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Figure 5: F1 scores (%) in the event detection task
under different filter threshold τ and confidence
threshold γ.

5. Conclusion

We explore a new way to use pre-trained TE mod-
els to detect event types. We turn the TE model
into an enhanced annotator by utilizing it to anno-
tate unlabeled data and subsequently finetune it.
To improve the efficiency, we propose to use key-
words to filter out sentences with a low probability
of expressing events. To improve the coverage of
keywords, we expand the limited number of seed
keywords using WordNet.

Limitations

It is time-consuming to annotate unlabeled data us-
ing an off-the-shelf TE model. It takes an average
of about 14 seconds to annotate one sentence in
a single NVIDIA RTX 3090 GPU.
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