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Abstract
The advent of self-supervised learning (SSL) in speech processing has allowed the use of large unlabeled datasets
to learn pre-trained models, serving as powerful encoders for various downstream tasks. However, the application
of these SSL methods to languages such as French has proved difficult due to the scarcity of large French speech
datasets. To advance the emergence of pre-trained models for French speech, we present the Audiocite.net
corpus composed of 6 682 hours of recordings from 130 readers. This corpus is built from audiobooks from
the audiocite.net website. In addition to describing the creation process and final statistics, we also show how
this dataset impacted the models of LeBenchmark project in its 14k version for speech processing downstream tasks.
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1. Introduction

The emergence of Self-Supervised Learning
(SSL) in the field of speech processing has en-
abled to leverage large amount of unlabeled data
to learn pre-trained models (aka foundation mod-
els). Many models for deep representation of
acoustic signal has emerged whether using gener-
ative SSL (PASE+ (Ravanelli et al., 2020), Mock-
ingjay (Liu et al., 2020)); a contrastive loss (CPC
(Oord et al., 2019), Speech SimCLR (Jiang et al.,
2021), Wav2Vec 2.0 (Baevski et al., 2020)); or
prediction target (HuBERT (Hsu et al., 2021),
wavLM (Chen et al., 2022), data2vec (Baevski
et al., 2022)) (Abdel-Rahman et al., 2022). These
models have pushed speech processing perfor-
mance forward by using such deep representa-
tion models as encoders of speech processing
tasks (i.e. downstream tasks). For instance,
Wav2Vec 2.0 has achieved state-of-the-art results
with a pre-trained model and subsequent fine-
tuning with minimal labeled data for an ASR (Auto-
matic Speech Recognition) task in a reading con-
text in English.

Pre-trained models based on SSL are heavily re-
lying on a wealth of training data. If several large
datasets for English and other languages have
been released, such large datasets for French are
scarce. Up until recently, it was difficult to find
publicly available large datasets of French speech
(with the exception of the 1,700 automatically tran-
scribed hours of EPAC by (Estève et al., 2010),
(Estève et al., 2010)). Recently, large multilingual
corpora that include French have been made avail-
able, such as MLS (1,096 h) (Pratap et al., 2020) ,
(Pratap et al., 2020), or untranscribed voxpopuli
(+4,500 h) (Wang et al., 2021), (Wang et al., 2021).
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However, these datasets total an amount still far
from what is available for English. Multilingualism
has been emphasized as a way to deal with under-
resourced languages but the study undertaken in
the LeBenchmark project (Parcollet et al., 2024)
aiming at creating pre-trained speech models for
French as shown that models trained on the mono-
lingual target data are far more effective than mul-
tilingual ones.

In this paper, we present Audiocite.net an un-
transcribed corpus of about 6 600 hours of record-
ing of read speech in French and freely available
for the community. We describe the data selection
and acquisition (see sec. 2) as well as the main
characteristics of the dataset release (sec. 3). We
also show how this dataset has impacted the 14k
model of LeBenchmark 2.0 project (Parcollet et al.,
2024) for some speech processing tasks including
automatic recognition of read speech (sec. 4).

2. Data selection and acquisition

Large speech corpora have often consisted in
web scraping free content such as Librispeech ex-
tracted from the LibriVox project (Panayotov et al.,
2015). However, for French authors, literature be-
comes available in the public domain only 70 years
after their death making more modern books pub-
lished after 1953 non-accessible. To overcome
this limitation, the Common Voice initiative (Ardila
et al., 2020) has been set up by the Mozilla foun-
dation to capture read speech using sentences col-
lected on the web. In four years, about 1,100 hours
of disconnected spoken utterances has been col-
lected. To gather a greater amount of continu-
ous read speech from classic to modern literature
freely accessible we decided to concentrate on the
audiocite.net website.

Audiocité is a non-profit association that offers a
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collaborative platform where volunteers can share
their readings. Before making their first contribu-
tion, volunteers must undergo a reading test to as-
sess their pronunciation, reading pace, recording
conditions, and the final format of the audio file.
Post-processing guidance is provided as needed
(e.g. to reduce breathing noise). The record-
ings include about 5,000 audiobooks of classic
public domain literary works in French (Balzac,
Hugo, Maupassant, Molière, London, Doyle…)
and around 700 audiobooks of contemporary au-
thors who have chosen to freely share their work
(Brussolo, Huchon, Del, Martin, Fée …).

2.1. Audiobook Selection Criteria
For a corpus to be useful and serve reproducible
research it should ideally be both accessible and
free to use. In the website, all audiobooks were dis-
tributed under a Creative Common license since
before uploading their work, people have to take
into account the copyright which provides the au-
thor of the book the exclusive rights to use, copy,
license, perform and modify the creative work. So,
readers are allowed to read books from the pub-
lic domain (i.e. with no copyright) or contemporary
books whose authors gave permission to record
their text and distribute it on audiocite.net under a
specific license.

2.2. Download Process
The data was collected in two steps in Novem-
ber 2021. Authorization from the website admin-
istrator was kindly granted. As a first step, all
the catalog of the website was extracted. Then
all the metadata about each audiobook (original
work, topic, authors, reader, license…) was col-
lected and stored. In a second step, all the audio
files were downloaded, which took about a week.
The downloaded files were either in .mp3 format
or in .zip archives. Files in zip archives were all ex-
tracted. Subsequently, audio recordings that did
not meet the criteria of being more than 5 seconds
or lack of licenses permitting using them were dis-
carded. A few audiobooks with faulty URLs were
also excluded.

2.3. Collected Data
In total, 6,682 hours of audiobooks read by 130 dif-
ferent speakers among which 70 men (62%), 51
women (34%), and 9 people whose gender could
not be identified (4%) were collected. This corre-
sponds to a total size of 340 Go of audio and meta-
data files. Table 1 gives the number of files and
audio duration for each book category.

Audio files: It is worth mentioning that
388 audiobooks were directly hosted by au-

diocite.net while the 3,990 remaining were hosted
on archive.org instances. Contrary to the guide-
lines, recordings may be either mono or stereo,
and variations in bit rates or sampling rates can
also be observed. Some recordings may con-
tain multiple speakers (one after the other), back-
ground noise or music. Furthermore, not all record-
ings necessarily involve the reading of published
books; some are articles or podcasts.

Metadata: Alongside the audio files, metadata
information were downloaded such as the dura-
tion of each audio file, the speaker’s ID, the title
of the book read, the author of the book, the book
category and the audio-related license. These
pieces of information were provided by the speak-
ers themselves on each audiobook page of au-
diocite.net.

3. Audiocite.net organization

Although one of the main uses considered for this
dataset is self-supervised learning, we anticipate
other usages as well. Indeed, even if it is not tran-
scribed, the dataset could be used for topic mod-
eling, signal reconstruction or speech synthesis.
This is why we released it with official partitions
and easy-to-query metadata files.

3.1. Speaker Gender estimation
To minimize biases in the partitions, we inferred
the gender of the speaker based on the speaker’s
ID or by listening to the voice of the speaker. This
information has been added to the metadata. How-
ever, we do not guarantee the information is reli-
able, nor do we guarantee that the method used
is viable for deducing a person’s gender as it isn’t
based on the speaker’s self-identification. Gender
metadata should be treated with caution.

3.2. Data partitions
The dataset was split into three partitions : a train-
ing (train) set comprising 80% of the total duration,
a development (dev) set consisting of 10%, and
a test set also containing 10%. Table 2 gives the
duration statistics by gender for each subset.

The development and test sets were carefully
curated not to include content that could be con-
sidered sensitive, specifically those falling under
the charmes (erotic), planete-actuelle (geopoli-
tics), and religion categories. Additionally, for
these sets, equal representation of male and fe-
male speech was ensured and files with unknown
speaker gender were not included in these parti-
tions. Table 1 gives the number of files and dura-
tion for each book category in the train, dev and
test sets.



1797

# Files Duration (hh:mm:ss)
Category All Train Dev Test All Train Dev Test
animaux 160 108 31 21 26:49:04 16:12:46 05:33:54 05:02:23
juniors 35 18 7 10 04:56:39 01:45:14 00:41:59 02:29:24
charme 166 166 0 0 33:02:05 33:02:05 00:00:00 00:00:00
contes 2430 1711 415 304 490:40:12 325:44:09 94:56:54 69:59:08
cuisine 39 35 3 1 02:44:47 02:19:18 00:13:37 00:11:51
documents 1494 1191 181 122 367:17:28 265:35:35 58:22:12 43:19:41
histoire 1341 1167 99 75 397:33:01 333:51:58 33:19:12 30:21:50
nouvelles 2772 1721 534 517 721:09:55 375:11:21 167:15:11 178:43:21
philosophies 1052 773 53 226 181:04:51 117:50:07 17:02:07 46:12:36
planete-actuelle 145 145 0 0 18:27:20 18:27:20 00:00:00 00:00:00
poesies 2274 1956 160 158 116:09:42 84:37:27 14:41:07 16:51:07
religions 777 777 0 0 213:21:47 213:21:47 00:00:0 00:00:0
romans 14664 13088 713 863 3 943:54:09 3 377:46:53 267:58:14 298:09:01
science-fiction 478 349 117 12 122:03:39 87:48:10 28:16:00 05:59:28
theatre 658 603 19 36 42:45:29 36:58:06 02:35:49 03:11:34
All 28 485 23 808 2 332 2345 6 682:00:18 5 290:32:24 690:56:22 700:31:31

Table 1: Statistics (durations and number of files) by book category with partitioning details (all, train /
dev / test)

# Spks Total Duration Avg. Duration # Files
TRAIN

74 A 5290:32:24 00:13:19 23808
35 F
30 M
09 U

1577:23:53
3431:01:21
282:07:09

00:16:54
00:11:52
00:19:15

5600
17329

879
DEV

78 A 690:56:22 00:17:46 2332
44 F
34 M

344:14:51
346:41:31

00:15:40
00:20:29

1317
1015

TEST
61 A 700:31:31 00:17:55 2345
38 F
23 M

350:39:38
349:51:53

00:15:39
00:20:58

1344
1001

ALL
130 A 6682:00:18 00:14:04 28485
70 F
51 M
09 U

2272:18:23
4127:34:45
282:07:09

00:16:30
00:12:48
00:19:15

8261
19345

879

Table 2: Statistics of Audiocite.net corpus - Num-
ber of files, speakers and duration per gender (all,
female, male and unknown) per partitions

3.3. Dataset organisation

The dataset is organized as follows: we share a
README and a datasheet (inspired by Datasheet
for datasets, (Gebru et al., 2021)) where ex-
tended statistics, as well as details on the compo-
sition, use and distribution of the corpus can be
found, and three folders (wavs/, scripts/ and
metadata/).

In the wavs/ folder, audiobooks files are ar-
ranged in folders according to the title of the book
read, sorted by alphabetical order.

We also provide a scripts/ folder with scripts
for generating statistics on the corpus and the json
files provided.

Regarding the metadata/ folder, two types of
metadata files are shared with the dataset: .csv
and .json.

download.csv file: Each audiobook has an en-
try in the csv file. We also give details such as the
speaker’s ID, the title of the book read, the author
of the book, the genre of the book, the license of
the recording, the url address of the audiobook on
audiocite.net and the path to the audio file in the
wavs folder.

*.json files: We provide four json files:
train.json, dev.json, test.json and all.json which is
a concatenation of the three previous ones. In
those files, one entry corresponds to an audio
file (one audiobook can contain many audio files).
Those files contain the speaker ID, the duration of
the audio file in seconds, the path to the file in the
wavs folder and the gender of the speaker (F/M/U).
A json entry takes the following form:
"Raiponce.mp3": {

"path": "../wavs/Raiponce/Raiponce.mp3",
"trans": "",
"duration": 471.552,
"spk_id": "Demelza",
"spk_gender": "F"

},

4. Impact of Audiocite.net on speech
processing tasks

The dataset collected was shared with the
LeBenchmark team to train their 14k models (Par-
collet et al., 2024). In this section, we compared
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the 14k model performance against the 7k one,
which was not trained on the corpus. We report
Word Error Rates (WER) for ASR systems on a
dataset of the same type of speech and situation
(audiobook), but also ASR and speaker verification
results from Parcollet et al. (2024) to give broader
results.

4.1. LeBenchmark models
7k-large model: This model was trained on
7,000 h of speech including 1,626 h of radio broad-
cast, 1,115 h of read speech, 127 h of sponta-
neous speech, 38 h of acted telephone dialogue
and 29 h of acted emotional speech.
14k-large model: This model was trained on
14,000 h of speech: the 7k model data plus the
full Audiocite.net data (all partitions), and 111 h of
radio broadcasts speech.

4.2. ASR experiment
We based our ASR systems on Speechbrain’s
Common Voice ASR CTC recipe1, that we
adapted to compose a system with LeBenchmark
(Wav2Vec2) encoder followed by a BiLSTM layer
and a final DNN layer.

We used the official splits for the French part
of the Multilingual Librispeech (MLS) corpus, allo-
cating 1,076.58 h for training, 10.07 h for develop-
ment and 10.07 h for testing.

Two scenarios were used in the experiment: (1)
LeBenchmark encoder frozen (i.e. no fine-tuning)
or (2) unfrozen (i.e. with fine-tuning alongside the
ASR training).

For the ASR training, the learning rates were ini-
tialized at 0.001 for the Wav2Vec2 model when
unfrozen and 0.1 for the BiLSTM+DNN part, and
annealing was used with a 0.9 and 0.8 factor re-
spectively. We used warmup of the pre-trained
model which means it was not updated for 500
steps when fine-tuned. Train batch size was 8 and
output layer dimension was 43 (number of charac-
ters in the training set).

WER (%) ↓
Model Frozen F-T

7k-large 31.71 9.56
14k-large 9.96 9.98

Table 3: ASR WER results (%) on test set of the
French part of MLS corpus for Frozen and Fine-
Tuned (F-T) LeBenchmark acoustic models

Table 3 summarizes the results of the experi-
ment. Fine-tuning of the encoder part leads very

1https://github.com/speechbrain/
speechbrain/tree/develop/recipes/
CommonVoice/ASR/CTC

WER (%) ↓
Model Common Voice ETAPE

7k-large 9.39 23.46
14k-large 9.83 26.03

Table 4: ASR WER (%) results from Parcollet et al.
(2024) on Common Voice 6.1 and ETAPE test sets,
with Wav2Vec2.0 models further fine-tuned on la-
beled ASR data.

Model EER minDCF−10 ↓ minDCF−100 ↓
7k-large 5.228 0.3833 0.5754
14k-large 3.535 0.2965 0.4801

Table 5: Speaker verification task results from Par-
collet et al. (2024) on Fabiole Corpus. EER: Equal
Error Rate, minDCF: Minimum of the Detection
Cost Function

quickly to similar good performances for 14k and
7k models, indicating that Audiocite.net did not
make a big difference when fine-tuning is consid-
ered. However, for the Frozen experiment, there
is a large superiority for the 14k model, indicating
that Audiocite.net did play an important role in mod-
eling read speech.

4.3. LeBenchmark experiments
Among the different experiments performed by the
LeBenchmark team we report in tables 4 and 5 the
ASR and speaker verification tasks results from
(Parcollet et al., 2024).

As can be seen on ASR experiments with Com-
mon Voice and ETAPE, Audiocite.net (14K-large)
brings no improvement over the 7K model. It is
even degraded on ETAPE which is composed of
broadcast speech, a kind of speech very differ-
ent from Audiocite.net. However, in a speaker
verification task on the Fabiole corpus (Ajili et al.,
2016), Audiocite.net (14K-large) brings an definite
improvement over the 7K model. Its seems that by
adding more speakers in the 14K, such modeling
was improved.

5. Conclusion

In this paper we introduce the Audiocite.net cor-
pus composed of more than 6,600 hours of record-
ings from 130 speakers and that can be found dis-
tributed on OpenSLR (www.openslr.org/139/) with
the same license as the audiobook (i.e. Creative
commons). All the recordings are distributed in
their raw format as we downloaded them from au-
diocite.net (with background music, noise, unex-
pected speakers, mp3 format, mono or stereo).
No pre-processing was applied to the files or auto-
matic transcription was performed on them. How-
ever, we added gender information in a ‘best effort’

https://github.com/speechbrain/speechbrain/tree/develop/recipes/CommonVoice/ASR/CTC
https://github.com/speechbrain/speechbrain/tree/develop/recipes/CommonVoice/ASR/CTC
https://github.com/speechbrain/speechbrain/tree/develop/recipes/CommonVoice/ASR/CTC
https://www.openslr.org/139/
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manner, by guessing the gender from the name
and checking the voice in case of uncertainty. This
Audiocite.net was used to learn the 14k models of
LeBenchmark project which demonstrates it supe-
riority but also its limits in several speech process-
ing downstream tasks.
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7. Ethical Considerations

The books selected by the readers are either exclu-
sively licensed under Creative Commons (CC) or
obtained through written distribution agreements
from the authors. After reading, the speakers
chose a second Creative Commons license for the
audio before publishing their recordings on the au-
diocite.net website. This second license carried
accordingly equal or greater restrictions than the
one assigned to the original book. By upload-
ing their recordings to the platform, readers were
aware that their material might be used for various
purposes beyond the original intent within the lim-
its of the license granted.

Concerning the audio’s content, all kinds of as-
sertions can be found in it and we do not want to
encourage anyone to develop any position of any
kind. It is also necessary to recall that the gen-
der information was inferred from the names of the
authors, with verification upon listening in case of
ambiguity. We acknowledge this method is not ac-
curate enough for speech processing, but it was
intended only to lead to a fairer distribution of data
in each partition. We also commit to deleting the
recording, and its metadata, and updating the cor-
pus if a speaker requests to remove their data from
the dataset without explicit reason.

The audiocite.net website administrator has ex-
pressly granted us permission to use and distribute
the audio in accordance with their terms of use.
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