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Abstract

This paper describes different approaches for developing, for the first time, an automatic speech recognition system

for two of the main dialects of Occitan, namely Gascon and Languedocian, and the results obtained in them. The

difficulty of the task lies in the fact that Occitan is a less-resourced language. Although a great effort has been

made to collect or create corpora of each variant (transcribed speech recordings for the acoustic models and two

text corpora for the language models), the sizes of the corpora obtained are far from those of successful systems

reported in the literature, and thus we have tested different techniques to compensate for the lack of resources.

We have developed classical systems using Kaldi, creating an acoustic model for each variant and also creating

language models from the collected corpora and from machine translated texts. We have also tried fine-tuning a

Whisper model with our speech corpora. We report word error rates of 20.86 for Gascon and 13.52 for Languedocian

with the Kaldi systems and 16.37 for Gascon and 11.74 for Languedocian with Whisper.
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1. Introduction

1.1. The Occitan Language and its Dialectal

Variety

Occitan is a Romance language spoken over a

180,000 km² area in France, Spain and Italy. It is

a minority language used by several hundreds of

thousands people (OPLO, 2020) and it has a low

social status (despite having a prestigious literature

from the time of Troubadours to the present day).

It has little or no public recognition: regardless

of being co-official along with Catalan and Span-

ish in the Val d’Aran (Catalonia, Spain), in Italy

it only appears in the law for linguistic minorities

protection and in France it receives financial sup-

port from some territorial communities and benefits

from a new legal framework1 for its transmission

and spreading, but it remains unofficial.

Occitan language has no officially acknowledged

and socially accepted standard. Conventionally,

linguists divide it in six major dialects (Bec, 1986;

Quint, 2014): Auvergnat, Languedocian, Limousin,

Gascon (which has morphological and linguistic

specific features because of an Aquitanic sub-

strate it shares with Basque), Provençal and Vivaro-

1Law of 21st May 2021 concerning patrimonial protec-

tion and promotion of regional languages.

Alpine. Although several different spellings have

been used in the course of its history, the spelling

known as “classical” has become, in the past

decades, the one used in the fields of teaching

and communication. We can also note the ex-

istence of Mistralian spelling still being used, in

addition to classical spelling, in the Provençal

space. Even within a dialectal area, we can ob-

serve strong intradialectal variety (morphosyntactic

as well as lexical and phonetic). For example, tak-

ing into account the intradialectal and interdialec-

tal variations, the word ‘braveja’ (he brags) can

be realised in any of the following ways in Occi-

tan: /bra/'ved/zɔ; /bra/'βe/ʒɔ; /bra/'ve/dʒɔ; /bra/'βe/dʒɔ;

/bra/'βe/tsɔ; /bʀa/'ve/dʒɔ; /bʀa/'ved/za; /bra/'βe/jɔ;

/bra/'βe/jœ; /bra/'βœ/ʒœ; /bra/'βœ/jœ; /bra/'wœ/ʒœ;

/bra/'wœ/jœ.

1.2. Need for an Automatic Speech

Recognition System for Occitan

It is essential for any language –and especially for

minority and less-resourced languages– to develop

language and speech technologies. In the context

of a study for assessing the situation the Occitan

language was in terms of language technologies,

a 2015-2019 roadmap for the digital development

(Gurrutxaga and Leturia, 2014) included various
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NLP tools and resources to be worked on, such as

dictionaries, corpora, spellchecking, machine trans-

lation and speech synthesis. Most of them have

already been developed, and Occitan now has text

corpora such as Batelòc (Bras and Vergez-Couret,

2008) or Lo Congrès' corpus; online dictionaries or

lexica such as dicod’Òc, tèrm’Òc and Loflòc (Bras

et al., 2017); a verb conjugator (vèrb’Òc); a PoS

tagger (Urieli, 2013); a spell checker; a predictive

keyboard (Congrès, 2018a,b); a machine transla-

tion system on the Apertium platform (Apertium,

2016) and text-to-speech (TTS) technology (Corral

et al., 2020).

Regardless, the roadmap did not include an Au-

tomatic Speech Recognition (ASR) system due to

its unfeasibility in the mentioned period of time and

because of the higher priority of other more basic

tools, but it did mention the compilation of the re-

sources needed to build an ASR system. In this

paper we describe how we set up such a system.

2. Related work

2.1. State of the art of ASR

Although until recently speech recognition was

achieved through technologies such as Hidden

MarkovModels or HMM, today, just asmost speech

and language technologies, it is done through neu-

ral networks. In semi-classical ASR systems Re-

current Neural Networks (Rumelhart et al., 1986)

are mainly used and specifically, those of the Long

Short-Term Memory (LSTM) type (Hochreiter and

Schmidhuber, 1997).

ASR systems have traditionally been divided into

three modules: acoustic modelling, language mod-

elling and post-processing of the final result. Nowa-

days, through the use of neural models it is possible

to harness the full capacity of neural networks and

develop end-to-end systems without the need to

develop each of the modules (Graves and Jaitly,

2014). However, despite the promise of such sys-

tems, they do not currently offer the versatility and

flexibility that modular systems such as the DNN-

HMMs offer (Le et al., 2021; Prabhavalkar et al.,

2023). Besides, end-to-end systems usually need

much more transcribed audio to work well (Amodei

et al., 2015; Fazel et al., 2021; Prabhavalkar et al.,

2023).

The result of the ASR system is obtained through

the interaction of the three modules. The acoustic

model (AM) converts the input audio signal into its

corresponding phonemes. The module is based

on statistical systems to achieve a first approxima-

tion of phonemes and then applies neural archi-

tectures to obtain the final result. The language

model (LM) is responsible for converting the se-

quence of phonemes into coherent text by using

advanced LMs. Finally, the post-processing mod-

ule is responsible for processing the text to obtain

the final transcription applying punctuation, capi-

talization and extraction of numbers, dates, hours,

acronyms, etc.

There are different software programs that al-

low both training and inference of speech recog-

nition through neural networks, such as Sphinx,

Kaldi (Povey et al., 2011) or DeepSpeech (Hannun

et al., 2014), and also some pre-trained models

that can be fine-tuned for new languages, such as

Whisper (Radford et al., 2023). Kaldi is a modular

system (acoustic modelling, language modelling,

etc.), whereas DeepSpeech and Whisper are end-

to-end.

2.2. ASR for less-resourced languages

Under-resourced languages are deemed challeng-

ing when creating ASR systems due to the scarce

annotated data those languages have available.

Consequently, various approaches are adopted

for alleviating the scarcity problem. One such

approach is cross-lingual transfer. For example,

Khare et al. (2021) and Hou et al. (2021) have

taken advantage of cross-lingual transfer learning

for adapting data of a high resource language into

a low resource target language, reporting consid-

erable word error rate (WER) reductions. One can

also jointly train data and create multilingual sys-

tems accompanied by both monolingual and multi-

lingual LMs (Tan et al., 2014; Abate et al., 2020).

Another solution to the limited data problem is

data augmentation. For instance, TTS systems

have been successfully employed so as to aug-

ment the transcribed audio corpus (Rygaard, 2015;

Ramazan and Yalçın, 2019; Huang et al., 2023;

Bartelds et al., 2023).

With the aforementioned strategies it is possible

to create more robust AMs for under-resourced lan-

guages. LMs can also benefit from augmentation

techniques. Since LMs are derived from written

text, some approaches focus on expanding the text

corpus via machine translation (MT) before creat-

ing the LM (Nakajima et al., 2002; Jensson et al.,

2008; Cucu et al., 2011; Punjabi et al., 2019). Oth-

ers rely on LM adaptation (Nakajima et al., 2002;

Jensson et al., 2009; Yılmaz et al., 2018) for better

fitting the domain the ASR will be operating upon.

3. Resources and tools for an

Occitan ASR

In order to build the desired transcription systems

an annotated speech corpus is essential. We con-

sidered each of the Occitan variants as a separate

language so two corpora are actually required. We

also need text corpora for both variants for the pur-
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pose of creating the LMs the Kaldi systems will be

using. Moreover, as we contemplated the possibil-

ity of gathering an insufficient amount of text, we

decided we would employ an MT system for aug-

menting the written corpus. Lastly, Kaldi leverages

a pronunciation lexicon where each word of the

corpus is mapped to its corresponding phonetic

spelling. We will consequently require a tool that

will normalise and phonetically spell the words. As

for the Whisper systems, the transcribed speech

corpora are enough to fine-tune the models. Cor-

pora whose rights are not restricted are available

for download and those whose rights holders have

not allowed diffusion but who present a linguistic

interest will be integrated in publicly available tools.

3.1. Transcribed Speech Corpora of Occitan

As we had no resources of our own, we called

producers of audiovisual and written corpora in

Occitan, with whom partnership agreements were

drawn up to establish the conditions of use and

respect for copyright. The quantity of the received

material was unsatisfactory. We therefore decided

to build an in-house online contribution platform,

called ReVOc2, as Mozilla's Common Voice option

did not allow us to manage the internal dialectal

variety of the language. On the platform, users

could write themselves the sentences they wanted

to record or generate random ones and, if it was

necessary, correct them to adapt them to their di-

alectal varieties. The random sentences came from

a small corpus gathered at the beginning of the

project. We chose sentences from written press

and books with an accessible language, from which

we excluded sentences too short or too long ac-

cording to the average length of all sentences. The

overview of the participation data is displayed in Ta-

ble 1. Apart from the online individual contributions,

10 speakers were recruited to contribute 5 hours

each and thus obtain the quantity and diversity we

were lacking (CNRS, 2022)3.

The nature of the audio files is predominantly

read speech, such as the sentences read from

our online speech contribution platform and audio

books, but the corpus also includes copyright-free

resources, particularly Lingua Libre by Wikimédia

(2016), which is a French participatory oral library,

transcriptions of various videos (amateur and pro-

fessional), transcriptions of radio broadcasts, audio

podcasts, recordings made to train speech synthe-

sis and a few collections. There was greater diver-

2https://contribuir.locongres.com/
revoc/

3CNRS – Service audiovisuel d’ARDIS (UAR2259).

(2022, 7 octobre). Constitution d’un corpus TAL occi-

tan : états des lieux et perspectives. [Vidéo]. Canal-U.

https://www.canal-u.tv/135876.

sity in the nature and intra-dialectal variety of the

audio for Gascon than for Languedocian.

As a result, we were able to collect a total of 126

hours of transcribed data for Gascon Occitan and

112 hours for Languedocian Occitan. The Gas-

con speech corpus is made up of nearly 91k utter-

ances (about 960k words), whereas the Languedo-

cian corpus has over 77k utterances (about 825k

words).

3.2. Text Corpora of Occitan

Lo Congrès already had a digital textual corpus

(Séguier Aure (2023a), Séguier Aure (2023b)), but

it was far too small for the needs of developing

speech recognition. Thanks to the partnership

agreements established to create a large-scale

shared corpus, we were able to obtain a total of

about 2.6 million words for Gascon Occitan, and

about 6.3 million for Languedocian Occitan. The

vast majority of these are written press (traditional,

but especially online) and literature, although there

are also websites, a few blogs, various chronicles

by individual authors and Wikipedia articles in Gas-

con. The very large difference in size between the

two variants can be explained by the massive quan-

tity of articles from the newspaper Jornalet4 alone,

representing 3.8 million words in Languedocian,

with no Gascon equivalent. With the addition of

the transcripts of the speech corpora, a total of 3.5

million words for Gascon and 7 million words for

Languedocian were collected.

Even so, these corpora were far below our expec-

tations in terms of size, which is why we decided to

augment both corpora by using Revirada5, an au-

tomatic translation system for Occitan and French.

3.3. Revirada, Machine Translation for

Occitan

The Revirada Occitan-French and French-Occitan

machine translator (for Occitan Gascon and Occ-

itan Languedocian) was developed as part of the

Poctefa Linguatec project (Linguatec6). It was built

by Lo Congrès and Elhuyar Foundation based on

the free and open source translator Apertium (For-

cada et al., 2011), which is based on rules and

lexicons. Many poorly endowed languages do

not have the resources needed to train a machine

translator based on machine learning which require

large quantities of aligned parallel corpora (For-

cada, 2006). This is the case for Occitan, even

more so when considering each dialect as a sepa-

rate language. The rule-based model also made it

4Jornalet. https://jornalet.com
5Revirada. https://revirada.eu.
6Linguatec. https://linguatec-poctefa.eu.

https://contribuir.locongres.com/revoc/
https://contribuir.locongres.com/revoc/
https://www.canal-u.tv/135876
https://jornalet.com
https://revirada.eu
https://linguatec-poctefa.eu
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Variant #recordings #hours #users
Gender split Recordings by age

Men Women age ≤ 15 15 < age ≤ 35 35 < age ≤ 60 age > 60

Gascon 23.5k 51h
364

48% 52% 1.4% 24.0% 64.5% 10.1%
Lengadocian 15.7k 37h 62% 38% 0.4% 44.4% 43.2% 12.0%

Table 1: Participation data at the online recording platform ReVOc for obtaining part of the annotated

speech corpus.

Translation Comprehen- Correct- Faithful-

direction sibility (%) ness (%) ness (%)

fr–ocLang. 94 91 94

fr–ocGasc. 96 93 96

ocLang.–fr 78 68 79

ocGasc.–fr 71 63 73

Table 2: Evaluation results for the Revirada ma-

chine translator. The comprehensibility, correct-

ness (how grammatically and stylistically correct

the sentence is) and faithfulness are subjective in-

dicators given by human evaluators.

possible to handle the intra-dialectal variety of Occ-

itan. A great deal of work was done in the Occitan-

French direction so that the translator would take

into account all local variants of a word. Likewise,

a lot of effort was put into the French-Occitan di-

rection for producing a geographically coherent

language.

Lo Congrès first enriched the Apertium transla-

tor's French-Occitan pair with royalty-free lexicons,

grammatical disambiguation rules and lexical dis-

ambiguation rules. A private version of the transla-

tor was then created, to which copyrighted lexicons

were added that only Lo Congrès has the right to

use, but there is a public version as well (hectora-

los et al. (2022)). An evaluation was carried out to

assess the quality of the translations produced by

Revirada. A web interface presented pairs of sen-

tences translated by the machine translator and by

a human and the evaluators were asked to rate the

MT translation's comprehensibility and the gram-

matical and stylistic correctness. Then, they eval-

uated the faithfulness to the original French text.

Table 2 shows the results obtained in the evalua-

tion.

As previously mentioned, the Occitan corpora

we gathered were considered insufficient. On ac-

count of this, we chose to augment the linguistic

corpus with translated French journalistic texts as

a means of expanding the lexicon and allowing

the LM to hold more linguistic information. The

sources are listed in Table 3, along with their sizes.

The toponymic information contained in these texts

should allow the ASR to recognise more region-

specific words and names, although the focus re-

mains on obtaining a generalist and versatile sys-

tem. We discarded sentences that contain words

not included in Revirada's dictionary and verbs that

were not properly conjugated (which the system

highlights) so as to produce as many lexically and

grammatically correct sentences as possible. In

this way, we obtained a corpus of over 500M words

for each variant: around 521M words for Gascon

and almost 503M for Languedocian.

3.4. Normaliser and Phonetiser

In order to build the neural TTS for Occitan (Corral

et al., 2020), a tool that transforms a written Occi-

tan text into its phonetised form (in the international

phonetic alphabet), syllabified and accented, had

been developed (Lo Congrès (2021)).This phone-

tiser is an algorithm based on a system of rules.

The rules are based on the Tableaux de relations

graphie-phonie by Romieu et al. (2014). The algo-

rithm also includes a database with over 300,000

exceptions for words that do not follow the usual

phonetisation rules, including foreign words and

proper nouns.

This phonetiser is complemented by a normali-

sation algorithm. It spells out cardinal and ordinal

numbers, acronyms, abbreviations, symbols, let-

ters, dates, times, units of measurement, curren-

cies, urls, e-mails, etc., so that they can be correctly

phonetised.

We further improved this tool and used it to cre-

ate the pronunciation dictionary, also known as the

lexicon, that the ASR systems will be using. The

phonetiser takes into consideration just one pos-

sible phonetic representation of a word for each

dialect, so no intra-dialectal variety is introduced

into the lexicon unless the text fed is written in an

intra-dialectal variant. This will not be our case

because it was settled that Occitan needed its stan-

dard spelling system and hence the transcripts

would be written in standardised form. This sim-

plifies the tool and its management. Nevertheless,

we are aware that it could be detrimental to the sys-

tem's performance, since we will lose intra-dialectal

forms of pronouncing a word.

4. Experimental Setup

We carried out several experiments so as to assess

the performance of the systems by measuring the

WER. We trained AMs for each Occitan dialect and
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Newspaper URL Sentences Words

La République
https://www.larepubliquedespyrenees.fr 1.96M 35.75M

des Pyrénées

Sud Ouest https://www.sudouest.fr 8.87M 171.81M

La Dépêche https://www.ladepeche.fr 50.81M 1,026.77M

Table 3: List of French sources used for the Occitan MT corpora. All three sources are generalist

newspapers. Only a selection of correctly translated sentences are included in the MT corpora.

four LMs with Kaldi. LMs derived from the digital

Occitan written corpora have been labelled natu-

ral models and those created by expanding the

corpus with the MT corpus, synthetic models. We

consider the natural models to be our baselines.

Table 4 summarises the characteristics of each cor-

pus. The natural LMs only use the natural corpora

and the synthetic ones the sum of the natural and

MT corpora. We also fine-tuned a Whisper model

for both Occitan variants and compared its results

against the classical Kaldi systems.

Corpus Hours Sentences Words

Gascon

Speech 126.6h 91k 960k

Nat. text – 289k 3.5M

MT text – 25.3M 521.4M

Languedocian

Speech 112.3h 77k 825k

Nat. text – 353k 7M

MT text – 25.3M 502.9M

Table 4: Size of the Occitan corpus for each vari-

ant. The natural texts are a collection of texts orig-

inally written in its corresponding Occitan variant,

whereas the MT texts are translated from a compila-

tion of news and articles from French newspapers.

4.1. Kaldi Systems

We used a TDNN-LSTM system with a HMM-GMM

based model. Following the usual pipeline, we

extracted the MFCC acoustic features and em-

ployed the cepstral mean and variance normaliza-

tion (CMVN) before performing Linear Discriminant

Analysis (LDA) and Maximum Likelihood Linear

Transform (MLLT) followed by feature space Maxi-

mum Likelihood Linear Regression (fMLLR). 100-

dimensional i-vectors were used for the speaker

adaptation part.

Some data augmentation techniques were em-

ployed, such as a 3-way speech velocity perturba-

tion with 0.9 and 1.1 rates added, volume perturba-

tion and audio distortion by means of introducing

various out-of-speech signals and artefacts, i.e.,

music, background noise, babble and reverbera-

tion, which were obtained from the MUSAN cor-

pus (Snyder et al. (2015)) and the Room Impulse

Response and Noise Database (Ko et al. (2017)).

Lastly, some telephone codecs (OPUS, AMR NB,

GSMFull Rate, g722, g726, g723.1 and g711) were

introduced. This should help reduce the negative

effect of audio imperfections, out-of-speech seg-

ments and artefacts that real life audios tend to

have.

The LMs were created using Kaldi's SRILM

toolkit and the models are trigram based ones.

As previously mentioned, due to the intra-

dialectal variety of Occitan (specially in Gascon),

we expect the phonemic mapping of the lexicon

not to always match the pronunciation given by

every speaker. The fact that a standard pronuncia-

tion was used to simplify the phonetiser will likely

evince that. Thus, some limitation is to be expected

in the pronunciation lexicon and the AM's phone

discrimination capacity, at least with the amount

of speech data available to us. Besides, the ho-

mophonic nature of Occitan can accentuate the

phonemic mapping problem by inserting statistical

uncertainty (7.2% and 7.6% of the natural lexicon

and 13% and 15% of the hybrid natural-synthetic

lexicon, for Gascon and Languedocian, respec-

tively, are homophones).

4.2. Whisper Systems

Whisper is an end-to-end robust multilingual ASR

system trained on a vast amount of weakly super-

vised data. Compared to previous end-to-end mod-

els such as Wav2Vec (Schneider et al., 2019), it

leverages significantly more data, specifically an or-

der of magnitude more for English, and it is trained

in a weakly supervised fashion in contrast to the

fully unsupervised pre-training of Wav2Vec. It rec-

ognizes 96 languages off-the-shelf and via multi-

task learning it can also translate to English all

those languages in an end-to-end manner. Since

its release in 2022, it has pushed the ASR field

a step further obtaining zero-shot state-of-the-art

results in many standard benchmarks without any

adaptation. Nevertheless, the authors claim that

fine-tuning Whisper models to specific domains or

data could further improve the results. Thus, we

fine-tuned a Whisper model by feeding it with the

Gascon and Languedocian speech corpora so that

we can compare it to Kaldi's performance. Due to

https://www.larepubliquedespyrenees.fr
https://www.sudouest.fr
https://www.ladepeche.fr
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resource constraints, we chose the small Whisper

model (12 layers, width of 768, 12 heads and 244M

parameters) for the fine-tuning process.

5. Results and Discussion

We first evaluated the Kaldi systems and compared

the two types of LMs for both dialects. The nat-

ural LM (baseline) for Gascon achieved a WER

of 20.86% and the synthetic one 23.14%. The

natural Languedocian LM (baseline) obtained a

13.64% while the synthetic one slightly improved

it with 13.52%. There is an evident gap between

the performance of the system for one dialect and

the other. We suspect that the main reason we

obtained a higher overall WER in Gascon is re-

lated to its intra-dialectal variability. We believe that

the less consistent pronunciation habits of Gascon

speakers render the Gascon acoustic model less

effective. The LMs may have also suffered from

the same problem, as variants of words are not

taken into account because of the standardised

writing system that was selected. Finally, the fact

that the Gascon natural LM uses a corpus half the

size of the Languedocian one may have caused

the dialect not to be properly modelled.

In any case, the experiments showed that a de-

cent WER can be obtained with around 100h of

speech corpus and a small-sized text corpus. How-

ever, the results suggest that a larger synthetic

corpus does not improve the WER significantly, it

even deteriorates it. We report a 10.9% relative

increase for Gascon and a relative decrease of just

0.9% for Languedocian. This phenomenon has

been reported in very under-resourced scenarios.

Sikasote and Anastasopoulos (2021) have shown

that a larger LM has a negative impact on the WER

with 1.6% to 1.8% relative increase for the Bemba

language when using a very small LM (123k to-

ken vs. 5.8M token text corpus). Similarly, Liu

et al. (2023) found WER deterioration in some low-

resource languages, concluding that larger LMs do

not always yield lower WERs. They obtained rela-

tive increases of 1.42% to 3.16% (and a 37.73% de-

terioration in the worst case). Even if our scenario

may not be considered a severely under-resourced

one anymore, the fact that Gascon is phonetically

varied could effectively be compared to an AM cre-

ated with a smaller speech corpus, explaining why

there are more errors in the transcriptions the syn-

thetic system provides, even though it uses a big-

ger LM. Another hypothesis is that the larger cor-

pus does not provide valuable information to the

model because the size of the natural corpus is

large enough for it to include enough everyday sen-

tences that are contained in the test audios and

hence, it does not make the LM more robust and it

does not lead to a better modelling of the dialect.

Yet another explanation is that the synthetic corpus

produced with the MT method might not be very

varied lexically and grammatically, resulting in a LM

that favors specific word sequences too much. We

also consider the possibility that the Gascon Occi-

tan annotated speech corpus may be somewhat of

an inferior quality compared to the Languedocian

corpus, once again, probably due to its dialectal

variety.

These results point in the direction that at least

the Gascon corpus needs further refinement or an

expansion in order to produce a superior system.

In addition, we leave for future research the impact

of an increasing synthetic corpus upon the WER.

On the other hand, Whisper outperforms Kaldi's

baseline with an absolute gain of 4.14% (21.5%

relative WER reduction) in Gascon and with a 1.9%

(13.9% relative reduction) in Languedocian. Whis-

per takes advantage of a far larger speech corpus

and the possibility of fine-tuning the default model

so it does not come as a surprise that it outputs

superior transcripts than Kaldi. Nonetheless, we

observe a comparable performance in Languedo-

cian. Taking into account that Whisper falls behind

in Gascon in comparison to Languedocian too, it

strengthens the hypothesis that Gascon's variabil-

ity is, in fact, the cause of the poorer capacity of

the ASR systems in this particular dialect. Still, we

do not rule out the chance that the annotations of

the Gascon speech corpus are poorer.

Variant System WER ∆WER

Gascon

LMnat (bs) 20.86 –

LMsynth 23.14 10.9%

Whisper 16.37 -21.5%

Languedocian

LMnat (bs) 13.64 –

LMsynth 13.52 -0.9%

Whisper 11.74 -13.9%

Table 5: Comparison of word error rates for each

of the ASR systems and the relative WER change

upon the baselines (bs). The best results are high-

lighted in bold.

After the quantitative analysis, we carried out a

qualitative evaluation so that we can have a clearer

view of the problems that need be worked out in

future works. We took a new selection of 100 au-

dio sentences in each dialect, in read speech style,

from four different speakers, 50% male-female. It

was confirmed that the natural model was, if not

better in quality, at least equivalent to the synthetic

model: we found a 79% success rate in Gascon

transcriptions in contrast to a 83% in Languedo-

cian. The synthetic models achieved, respectively,

76% and a 83% marks for Gascon and Languedo-

cian. The results of the qualitative evaluation are
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displayed in Table 6.

The results are consistent with what the quantita-

tive evaluation shows. Overall, more errors are pro-

duced by the Gascon systems. However, linguistic

errors, such as spelling errors and erroneous di-

acritics, are more frequent in the Languedocian

systems. We have detected that some of these

faulty transcriptions are rooted in the normalisation

algorithms of the normalisation-phonetisation mod-

ule: since the phonetiser was first developed, nor-

malisation became secondary, so some phonemic

approximation tricks were used. Thus, for correctly

phonetising some word sequences, a number of

letters are changed or eliminated to account for

word contractions and the pronunciation of some

words depending on the beginning of the next one.

This phenomenon was mainly observed in Langue-

docian, which is why we counted more linguistic

errors in spite of producing better overall transcrip-

tions. In the contrary, the Gascon systems produce

overall poorer transcriptions because they tend to

fail the recognition of a higher number of regular

words. This is in line with the explanation that the

Gascon AM is weaker. We found out that several

proper names and surnames were incorrectly tran-

scribed too. This is related, in part, to different dia-

critical marks used in the same Occitan and French

names, which the AMs cannot discriminate very

well. The other contribution to these errors seem

to be caused by the subpar corpora. If corrections

were made in the normalisation-phonetisation mod-

ule and we gathered more original texts in each

dialect, we would likely be able to overcome some

of these problems. Some examples of the ASR

outputs are shown in Table 7.

6. Conclusions

We present, to our knowledge, the first semi-

classical ASR system based on Kaldi and another

E2E one based on Whisper for two of the main

dialects of the Occitan language: Gascon Occi-

tan and Languedocian Occitan. After an arduous

effort, we have been able to gather a substantial

amount of annotated speech and written corpora,

part of which is publicly available and future agree-

ments will hopefully make a portion of the other

part available too. We have created a lengthy syn-

thetic corpus obtained using MT for each variant

and the pre-existing tool for phonetising Occitan

text has been completed so that it also normalises

text. One AM was produced for each dialect and

two LMs for each system: a natural one and a

synthetic one, the latter being produced with a

text corpus augmentation approach based on MT.

Promising WER results were reported for both di-

alects, with Languedocian having an overall bet-

ter performance. This is probably due to a more

robust annotated data and phonetic mapping, as

Languedocian is a more consistent dialect com-

pared to Gascon, both phonetically and lexically.

Although the evaluation of the synthetic method

showed minor improvements in Languedocian, it

caused performance deterioration to the Gascon

system. A WER of 20.86% was obtained for Gas-

con and 13.52% for Languedocian with Kaldi. The

fine-tuned small Whisper model, which substan-

tially improved Kaldi's results, obtained a WER of

16.37% for Gascon and 11.74% for Languedocian

(21.5% and 13.9% relative improvements over the

baseline Kaldi systems in Gascon and Languedo-

cian, respectively). This project has set the path

for future research, in which we could collect more

recordings or we could augment the speech corpus

by leveraging a TTS system so as to improve the

acoustic models. We could also refine the qual-

ity of the MT texts, as well as the normalisation-

phonetisation module for a more rigorous phonetic

mapping in the pronunciation lexicon, in order to

create superior LMs. These prototypes are ready

for production and should contribute in reducing

the time taken in other transcriptions that will, in

turn, help feed the ASR systems with more data for

future training processes as much as other speech

related systems, such as TTS ones.
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Variant System Correct words Total errors Linguistic errors Other errors

Gascon
LMnat 79% 252 35% 65%

LMsynth 76% 289 40% 60%

Languedocian
LMnat 83% 202 85% 15%

LMsynth 83% 207 82% 18%

Table 6: Evaluation of the Occitan speech recognition prototypes, in percentage compared to a human

transcription and nature of the errors compared to their total.

Gascon

Reference qu’ei la darrèra annada abans de qui prenossi la retirada que la m’aparí de l’aver en classa

Hypothesis que la darrèra annada abans de qui prenossi la retirada e qui l’a aparelh ne l’avem classa

English it’s the last year before my retirement that there have been times that I had her in my class

Reference un dia maria qu’anà tau camp portar lo disnar au pair

Hypothesis un dia maria qu’an atau camp portar lo disnar au pair

English one day maria went to the camp to bring lunch to her father

Languedocian

Reference a son entorn dins l’ombra de punts fosforescents coma d’uòlhs se desplaçan rapidament

Hypothesis a son entorn dins l’ombra de pus fosforescents podiái s se desplaçan rapidament

English around her in the shadows phosphorescent spots like eyes move quickly

Reference pauc a cha pauc sos uòlhs s’acostuman a l’escuresina

Hypothesis pauc a chad pau sos uòlhs s’acostuman a l’escuresina

English little by little his eyes got used to the darkness

Table 7: ASR output examples for Gascon and Languedocian.
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