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Abstract
In the digital age, cyberbullying (CB) poses a significant concern, impacting individuals as early as primary school
and leading to severe or lasting consequences, including an increased risk of self-harm. CB incidents, are not
limited to bullies and victims, but include bystanders with various roles, and usually have numerous sub-categories
and variations of online harms. This position paper emphasises the complexity of CB incidents by drawing on
insights from psychology, social sciences, and computational linguistics. While awareness of CB complexities is
growing, existing computational techniques tend to oversimplify CB as a binary classification task, often relying on
training datasets that capture peripheries of CB behaviours. Inconsistent definitions and categories of CB-related
online harms across various platforms further complicates the issue. Ethical concerns arise when CB research
involves children to role-play CB incidents to curate datasets. Through multi-disciplinary collaboration, we propose
strategies for consideration when developing CB detection systems. We present our position on leveraging large
language models (LLMs) such as Claude-2 and Llama2-Chat as an alternative approach to generate CB-related
role-playing datasets. Our goal is to assist researchers, policymakers, and online platforms in making informed
decisions regarding the automation of CB incident detection and intervention. By addressing these complexities, our
research contributes to a more nuanced and effective approach to combating CB especially in young people.
Content Warning: This article contains examples of offensive language, all examples are taken from existing
datasets to illustrate their composition.
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1. Introduction

A widely accepted and comprehensive definition of
cyberbullying (CB) is, “repeated online harm perpe-
trated through electronic devices with an intention to
hurt someone” (Patchin and Hinduja, 2006; Smith
et al., 2008). In the digital age of internet communi-
cation technologies (ICTs) and the advent of social
media platforms (SMPs), CB has become prevalent
amongst children, with antisocial online behaviours
beginning as early as primary school age (Monks
et al., 2012; Baek and Bullock, 2014; Ey et al.,
2015). In the past few years, the number of CB in-
cidents among children in Europe and Ireland have
increased (Lobe et al., 2021; Milosevic et al., 2021).
Out of the 930 individuals aged 12 to 16 surveyed
by O. et al. (2023), 40% reported experiencing cy-
berbullying. Notably, girls (43%) reported higher
rates than boys (30%), and non-binary individuals
faced it significantly more (74%), indicating that
CB remains a significant issue among children in
Ireland. The effects of CB closely resemble to tra-
ditional bullying but are more harmful (Cappadocia
et al., 2013; Wade and Beran, 2011), leading to
prolonged exposure and heightened isolation due

to anonymity (Smith et al., 2008; Fredstrom et al.,
2011; Menesini et al., 2013; Sticca et al., 2013). It is
emotionally damaging and linked to a higher risk of
suicide (Bonanno and Hymel, 2013), emphasising
the need for early detection and intervention.

Research across multiple disciplines have iden-
tified various types of CB, such as flaming, ha-
rassment, denigration, masquerading, social exclu-
sion, and cyber-stalking (Nadali et al., 2013; Slonje
et al., 2013; Bauman, 2015). These diverse on-
line harms may have different causes and conse-
quences, For instance, the impact of denigration,
which spreads false information, differs from social
exclusion, which fosters isolation and marginalisa-
tion, emphasising the necessity for tailored inter-
ventions. Additionally, in CB incidents participant
roles extend beyond bullies and victims to include
bystander-assistants, by-stander-defenders, silent
bystanders, and conciliators (Leung et al., 2018;
Song and Oh, 2018; Ollagnier et al., 2022; Chan
et al., 2022).

Despite the complexities inherent in CB, current
computational linguistics and machine learning ap-
proaches tend to oversimplify CB detection by fram-
ing it as a binary classification task, categorising
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text as 1 (CB) or 0 (not-CB). To gain a more
comprehensive perspective on the limitations of
this method, we must consider three essential fac-
tors. First, treating CB classification as a binary
task means missing out on the rich nuances that
underpin CB. This one-size-fits-all classification
approach fails to account for the distinct charac-
teristics and impacts of these diverse forms of on-
line harm. Second, the frequent conflation of CB
with hate-speech, personal attacks, or abusive lan-
guage, often stems from CB-detection studies (See
Table 1 in Appendix A) using peripheral datasets
curated by Waseem and Hovy (2016); Wulczyn
et al. (2017); Davidson et al. (2017); Founta et al.
(2018); Chatzakou et al. (2019) for tasks like of-
fensive or abusive language or personal attacks
or hate-speech detection. Such conflation blurs
the boundaries between different categories of on-
line harm, making it challenging to differentiate be-
tween actual CB and other types of harmful content.
Lastly, it is crucial to acknowledge that language or
words, which are generally deemed harmful, in cer-
tain contexts, can be part of harmless banter. This
does not imply a contradiction, but it underscores
the significance of considering the broader context
and intent when assessing online communication.
The perception of harm or harmlessness depends
on the specific context in which the language is
used, and failing to consider this context can result
in incorrect classifications.

Significant progress was made by Van Hee et al.
(2018) in incorporating various cyberbullying (CB)
behavioral roles and sub-types of CB into their En-
glish and Dutch dataset collected from ASK.fm.1
However, despite their comprehensive categorisa-
tions of CB types and participant roles, this early
CB dataset lacks crucial demographic information,
notably age. This absence of information pre-
vents us from determining the extent to which the
dataset represents young people, who are known
to be disproportionately impacted by CB. To ad-
dress the scarcity of high-quality text-based CB
and cyber-aggression datasets for young demo-
graphics, Sprugnoli et al. (2018) and Ollagnier et al.
(2022) made notable progress. Both studies cu-
rated synthetic datasets by involving children in
role-playing scenarios mimicking CB conversations.
However, it is important to note that the role-playing
method involving children raises ethical concerns,
such as potentially re-traumatising the young partic-
ipants and reinforcing negative attitudes can have
longitudinal impact to their mental well-being (Jicol
et al., 2022). For instance, role-playing of CB via
body-shaming may inadvertently foster negative
self-image among the participating children. While
Sprugnoli et al. (2018) and Ollagnier et al. (2022)
have made strides in addressing ethical concerns,

1https://ask.fm/

a comprehensive examination of the ethical risks
and mitigation strategies, particularly regarding chil-
dren’s involvement in role-playing techniques for
dataset creation, is still warranted.

Natural language generation (NLG) techniques
have been leveraged as data augmentation strate-
gies to address class imbalance in diverse online
harm datasets, thus creating more robust clas-
sifiers. This involves increasing the number of
positive instances, specifically instances of hate
speech, to counter class imbalance. For instance,
Rizos et al. (2019) and Cao and Lee (2020) used
recurrent neural networks and general adversar-
ial networks, respectively, to generate synthetic
instances of hate speech, thereby enhancing the
classification of hate speech. Moreover, machine
translation has been explored as a cost-effective
approach to create the first English-language CB
dataset. Verma et al. (2022) conducted both hu-
man and machine translation to establish a silver
standard English corpus based on Sprugnoli et al.
(2018)’s Italian dataset. In a recent study by Wang
et al. (2023), they claim to address ethical concerns
in youth-involved online grooming and sexual mis-
conduct educational program research by creat-
ing a chat-bot to interact with youth and observe
their responses when asked for private information.
This chat-bot, fine-tuned from a T5 large language
model (Raffel et al., 2020) using the Perverted Jus-
tice dataset (Inc., 2020), demonstrates the utility of
NLG techniques in mitigating data scarcity within
the realm of online safety research.

Large language models (LLMs) such as GPT-
3 (Brown et al., 2020), Bloom (Workshop et al.,
2023), LLama2 (Touvron et al., 2023), and Claude-
2 (Anthropic, 2023) present powerful tools for gen-
erating diverse linguistic content. However, they
can introduce inaccuracies, biases, and out-of-
context information, as discussed by Bender et al.
(2021). These LLMs exhibit different personality
and behavioral dimensions, depending on their
functional scale and fine-tuning extent (Perez et al.,
2022). Alignment techniques like constitutional
AI (Bai et al., 2022) aim to enforce ethical con-
straints on LLMs. Nevertheless, even state-of-the-
art LLMs can be manipulated into generating of-
fensive or harmful content through malicious and
adversarial prompting (Perez and Ribeiro, 2022;
Wei et al., 2023; Li et al., 2023). This raises an
ethical dilemma: whether to expose young indi-
viduals to curate cyberbullying-scenario datasets
via role-playing, potentially impacting their mental
well-being, or to use possibly biased LLMs for CB-
dataset generation, thereby potentially reinforcing
social biases. In this context, we aim to explore
how researchers can ethically harness LLMs’ capa-
bilities to curate CB-scenario datasets in controlled
settings, seeking a balance between dataset quality

https://ask.fm/
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and ethical considerations.
Previous work has highlighted that CB encom-

passes complex and diverse behaviours that of-
ten require contextual clues and can manifest dif-
ferently based on the characteristics of those in-
volved (Olweus, 2013; McFarland and Ployhart,
2015; Thomas et al., 2015; Kowalski, 2018; Chan
et al., 2019). Despite this nuanced understanding,
current datasets, classifier development strategies,
and the evaluation of CB classifiers have fallen
short in incorporating this complexity. Accordingly,
a collaborative effort to establish a cohesive struc-
ture for effectively identifying and intervening in
instances of cyberbullying is needed, especially
within the context of young individuals. In an effort
to bridge the divide between computational and
social sciences, this position paper aims to consoli-
date diverse expert insights and recommendations.
We outline considerations for designing and assess-
ing cyberbullying (CB) detection systems, with a
specific focus on young individuals. In this position
paper we address the following challenges,

• Challenge-1: The complexities of CB manifes-
tations, highlighting their significance in CB
detection on social media platforms (SMPs)
(Section 2).

• Challenge-2: Diverse strategies to craft com-
prehensive test-sets that encompass different
behaviour roles and multiple types of cyberbul-
lying (Section 3).

• Challenge-3: The potential of NLG techniques
as an alternative to conventional methods for
developing child-relevant datasets (Section 4).

2. Challenge 1: Recognising
complexities in theoretical and

practical landscapes of
cyberbullying

The existing research on physical bullying high-
lights specific characteristics, including the delib-
erate infliction of harm (physical or emotional), re-
peated instances over time, and a power imbalance
between the bully and victim (Randall, 2003; Es-
pelage and Swearer, 2003; Olweus, 2013). Con-
necting these in-person traits to cyberbullying (CB)
is challenging due to the evolving nature of CB
in the digital age (Tokunaga, 2010; Slonje et al.,
2013). CB shares similarities with physical bully-
ing in its harmful intent but differs in its reliance on
electronic devices, resulting in a wide range of con-
texts and locations for incidents (Patchin and Hin-
duja, 2006; Tokunaga, 2010). Over the last decade,
extensive comparisons have been made between
physical bullying and CB across three linguistic

factors: intentionality, repetition, power imbalance,
and three extra-linguistic factors: anonymity, ac-
cessibility, and publicity (Olweus, 2013; McFarland
and Ployhart, 2015; Thomas et al., 2015; Kowalski,
2018; Chan et al., 2019). CB not only mirrors these
dimensions but also intensifies their impact. For
example, social media platforms (SMPs) enable
bullies to maintain anonymity and accessibility, fos-
tering more intentional, repetitive, and public forms
of bullying. However, the exploration of CB inci-
dents within these dimensions in the computational
domain remains limited. In this context, we eluci-
date these three linguistic and three extra-linguistic
factors by offering our insights on their interpreta-
tion within computational sciences.

Intentionality: (Smith and Steffgen, 2013) em-
phasised intentionality as deliberate intent to cause
harm. In physical bullying, this intention is evident
through physical aggression. In CB, the intent to
harm is expressed through transmission and recep-
tion of bullying media by the victim (Menesini et al.,
2013). This intentionality is both direct and explicit
in nature, encompassing not only what the person
causing harm desires (“wants to hurt”) but also the
emotional impact on the person being hurt (“felt
hurt”) (Menesini et al., 2013; Kane et al., 2014).
Understanding intentionality in computational lin-
guistics requires parsing text to identify linguistic
markers like targeted insults, explicit harm-related
statements, or harassment, all suggesting harm-
ful intentions. For instance, text like “i hope u
suffer” or “u shld kill urslf”, are examples
that demonstrate explicit harmful intent.

Repetition: In physical bullying, repetition often
involves harming a person multiple times (Menesini
et al., 2013; Slonje et al., 2013). In the context of
CB, SMPs make it simple to repeat bullying actions,
enabling users to access, reply to, or redistribute
the harmful content (Kane et al., 2014). Further-
more, CB repetition involves the circulation of hu-
miliating content within a social network shared by
both the bullies and bystanders (Kane et al., 2014).
In computational linguistics, repetition can be ob-
served through the frequent use of specific mean
or nasty or hurtful words or phrases and also the re-
peated tagging of user-profile IDs in hurtful text. For
instance, text like “not gonna stop till u
in tears, no matter where u go” demon-
strate repetition linguistically.

Power Imbalance: (Vaillancourt et al., 2008)
suggests power imbalance involves a more influ-
ential individual directing their influence towards
someone with diminished power. (Smith and Stef-
fgen, 2013; Pyżzalski, 2013) extend this concept
to various CB forms, where perpetrators often pos-
sess greater social, relational, and psychological
advantages. SMPs may exacerbate power imbal-
ances, enabling individuals to rally their followers
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to target those with fewer connections or a smaller
online presence (Chan et al., 2021). In compu-
tational linguistics, power imbalances can be re-
vealed through the analysis of online interactions
and language usage, providing insights into how
individuals with more influence may target those
with less influence in digital environments. For
instance, text like “lol i can ruin u with
single post, watch out” demonstrate imbal-
ance of power.

Anonymity: Anonymity means ability to con-
ceal one’s true identity. Unlike physical bullying,
where physical attributes and vocal characteristics
make it hard for bullies to hide, social media plat-
forms(SMPs) allow for easier anonymity. SMPs like,
ASK.fm2, Reddit3, 4Chan4, enable anonymity with
simple, image-based formats. For instance, individ-
uals with technical expertise can use a “fake profile”
and virtual private networks (VPNs) to remain un-
traceable while engaging in CB, putting victims at a
disadvantage (Chan et al., 2021). Computationally,
anonymity could be unveiled through contextual
cues like message timing and user relationships
in social networks, revealing behaviour patterns of
anonymous or pseudonymous accounts and lin-
guistic signs of concealed identities or malicious
intent, such as hidden hate speech in anonymous
online comments.

Accessibility: Accessibility refers to how easily
a target can be approached. Offline bullying victims
often seek refuge in secure spaces (Nansel et al.,
2001). However, CB on SMPs lacks constraints of
in-person interactions (Cassidy et al., 2013; Chan
et al., 2019). SMPs offer unrestricted connectivity,
enabling bullying regardless of time, location, or
victim presence (Bastiaensens et al., 2015). Even
if victims deactivate their SMP accounts, bullying
content remains on the platform and can be redis-
tributed by perpetrators to other users. Compu-
tationally, accessibility can be observed through
the analysis of temporal data related to harmful
content, user interactions with such content, and
cross-platform identification of harmful content.

Publicity: Public exposure, often called public-
ity in bullying, refers to how many people witness
a bullying event. Offline bullying may stay con-
fined to specific settings, like a classroom or work-
place. However, CB on SMPs lets bullies extend
their reach. They can widely broadcast acts, up-
load altered images, and encourage SMP users to
view and comment. Publicising CB has expanded
through features like “stories” on platforms, where
content gains visibility even though it disappears
after a set time. Examining engagement markers
within social networks and over time can facilitate

2https://ask.fm/
3https://www.reddit.com/
4https://www.4chan.org/index.php

the observation of the publicity of bullying content.
Moreover, regulatory bodies globally are increas-

ingly concerned about the potential effects (both
positive and deleterious) of social media platforms
(SMPs) on mental health, particularly minors. In
their reporting mechanisms, Facebook, Instagram,
YouTube, and Snapchat, often classify “harass-
ment” and “bullying” together, except for TikTok,
which groups “bullying” under “Hate & Harassment”.
These varying definitions and categorisations cre-
ate challenges in addressing CB. Enforcing CB
policies on SMPs presents two challenges: (a)
how the content is moderated (either proactively,
or in response to a user report), and (b) how or
whether the platform chooses to penalise the re-
ported user, likely through a strike system (e.g.,
Facebook, YouTube). Recognising that young peo-
ple are more likely to use SMPs than older gener-
ations, it’s essential to consider the negative so-
cial consequences of de-platforming, whether war-
ranted or not. Detecting CB is complex due to
evolving language, bullies changing platforms, and
victims’ reluctance to report CB incidents. Address-
ing this issue requires a multifaceted approach,
including educational programs to encourage re-
porting and providing resources to help users un-
derstand prohibited content. Additionally, improved
reporting rates would not only aid platforms in mak-
ing informed decisions but also contribute valuable
training data for existing detection models. SMPs
have a strong motivation to create automated de-
tection methods for proactive removal of CB mate-
rial, as it fosters a user-friendly environment and
encourages longer user engagement While SMP
moderation systems remain proprietary and beyond
the reach of independent researchers, one telling
metric of their efficacy may be the rate of appeals
(successful or otherwise) for false positive deci-
sions. Recent transparency reports by Meta (2023)
have shown an increase in appeals over the past
two years. Given the diversity in how these plat-
forms classify and handle cyberbullying content, it
underscores the necessity for diverse test cases
when developing CB detection systems to ensure
they can effectively address the complexity of the
issue across various platforms and definitions.

3. Challenge 2: Diverse strategies to
evaluate cyberbullying detection

systems

The predominant approach for assessing the effi-
cacy of machine or deep learning-based classifiers,
including those for cyberbullying (CB), relies on
accuracy and F1 scores on test sets. However,
as highlighted by Opitz and Burst (2019), high F1
scores can be misleading when evaluating classi-
fiers trained on datasets with imbalanced label dis-
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tributions, potentially leading to inflated evaluation
scores. Thus, relying solely on overall performance
metrics may not fully illuminate the models’ vulner-
abilities and limitations (Wu et al., 2019). This is
particularly evident in binary classification tasks re-
lated to hate speech, personal attacks, aggression,
or offensive language, where there is an imbalance
in positive and negative cases of the phenomenon
(Röttger et al., 2021), often used as proxies for CB
detection.

Banko et al. (2020) drew insights from social me-
dia platform (SMP) content policies, civil society
groups and white papers, to establish a unified
typology for online harms and abuses. In addi-
tion to providing clear definitions and categorisa-
tions for “hate” and “harassment”, including identity
attack, identity misrepresentation, insult, sexual
aggression, and threats of violence, they offered
well-substantiated examples and exclusion criteria
for each category. However, they suggest in their
principles guiding the typology that behaviour often
colloquially labelled as “toxic” or “bullying” may en-
compass a combination of categorisations in “hate”
and “harassment”. While this observation may be
valid in a few contexts, it may benefit from a more
nuanced exploration of the underlying factors, and
dynamics contributing to “bullying” behaviour, such
as those discussed in Section 2.

Drawing inspiration from CHECKLIST (Ribeiro
et al., 2020), and HateCHECK (Röttger et al., 2021),
we outline design ideas or topics that should be
integrated to aid development of CB test cases,
these include,

Content Diversity: Recent research by Van Hee
et al. (2018); Sprugnoli et al. (2018); Ziems et al.
(2020); Van Bruwaene et al. (2020) have made the
initial attempts to incorporate the diverse linguis-
tic manifestations of CB in their datasets. How-
ever, these datasets lack consistency and a clear
theoretical framework for annotation. Although
Van Bruwaene et al. (2020) offers detailed anno-
tation strategies, the dataset remains inaccessible
due to proprietary reasons. Thus, inspired by pre-
vious research by Nadali et al. (2013); Slonje et al.
(2013); Bauman (2015) on different forms of CB, we
propose evaluating a CB detection system’s ability
to identify both gender and ethnically related online
harms, which can be sub-categorised as follows:,

• Identity attacks: Online abuse targeting in-
dividuals or groups of individuals because of
their association with protected or vulnerable
cohorts (Banko et al., 2020).

• Personal attacks: Online abuse directed at
an individual (ad hominem), not their argument,
often including comparisons to animals or ob-
jects or making nasty unsubstantiated insinua-
tions (Urbaniak et al., 2022).

• Insults: Offensive language, imagery, or ac-
tions against an individual. Including general
name-calling, mockery of personality or opin-
ions, body-shaming, or attacks on relatives.
Insults do not include, offensive or derogatory
language aimed to a protected cohort member-
ship (captured in identity attacks), self-directed
insults, or insults targeting inanimate objects
(Banko et al., 2020).

• Threats of violence: Refers to content ex-
pressing a desire for physical harm, death, in-
jury, self-harm, or acts of violence, as well as
the glorification of violence. It excludes anec-
dotal or non-glorified personal accounts of vio-
lence, historical descriptions or metaphorical
representations (Banko et al., 2020).

• Exclusion: Expressions that intentionally ex-
clude an individual from a conversation or from
joining a social group (Van Hee et al., 2018;
Sprugnoli et al., 2018; Davidson et al., 2019).

• Outing: Revealing genuine personal details
about an individual with an intent to embar-
rass them, such as disclosing their romantic
interests, or divulging private information about
their sexual orientation, when such details are
not widely known to the public (Davidson et al.,
2019). Outing does not include sharing nasty
unsubstantiated insinuations, as these can be
categorised as “personal attacks”.

• Sexual harassment: Phrases with a sexual
meaning that are characterised by their persis-
tent nature and regarded as undesirable, such
as unwanted requests to engage in sexual
discussions or actions (Van Hee et al., 2018;
Sprugnoli et al., 2018). This does not include
insults incorporating sexual language, flirta-
tious remarks, compliments or non-graphic or
non-degrading advances (Banko et al., 2020).

Modality & Cross-platform: Social media plat-
forms (SMPs) like Facebook, Instagram, Snapchat,
and TikTok, have unique design features and func-
tionalities, but their content-sharing options are no-
tably consistent. Such SMPs support both text-
based (comments, messages) and multimodal com-
munication (images, videos, GIFs, emojis). To com-
prehensively assess CB detection systems, it’s im-
perative that test-cases encompass this wide range
of content modalities and remain adaptable across
the diverse landscape of SMPs, ensuring a thor-
ough evaluation.

User Roles: Leung et al. (2018); Song and Oh
(2018); Ollagnier et al. (2022) suggest different user
dynamics and roles involved in CB. Datasets by
Van Hee et al. (2018); Sprugnoli et al. (2018) do
incorporate these different roles, to that effect, we
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suggest including the following scenarios in test-
case development for assessing effectiveness of
CB detection system.

• Bully v/s Victim: Scenarios where a user re-
peatedly posts derogatory comments about
another users.

• Bystander assistant v/s Bystander defender:
Scenarios where one or more bystanders inter-
vene in a CB situation on behalf of the victim
and other bystander(s) promotes the views of
the bully.

Contextual Factors: Real-life CB scenarios of-
ten require context because it’s common for users
to use aggressive language amongst their friends
or peers as banter (Steer et al., 2020; Buglass et al.,
2021). A CB detection system should be able to
distinguish between banter, sarcasm, and genuine
CB content. To that effect, test-cases should in-
clude scenarios where a seemingly offensive or
aggressive message is direct as a joke or meant
as humour between friends.

Linguistic Obfuscations: To circumvent the au-
tomated moderation for hate-speech of offensive
text, people tend to obfuscate their offensive or
hateful texts by replacing characters in the text or
using emojis. Recent studies by Gröndahl et al.
(2018); Kirk et al. (2022); Aggarwal and Zesch
(2022) demonstrate the vulnerability of automated
classifiers for offense or hate speech detection
to simple replacements of some tokens in sen-
tences with positive tokens or emoticons or char-
acter changes. To evaluate and understand the
vulnerabilities of CB detection systems, should in-
clude such test-cases.

A recent report from the European Commission
(Charisi et al., 2022) underscores the importance
of involving children, teenagers, and young adults
in the design of AI systems. In light of this, we
recommend that when creating test cases for CB
detection, researchers either incorporate young de-
mographics into their studies or at the very least
consider their perspectives to develop informed and
effective test cases.

4. Challenge 3: Mitigating ethical
concerns in cyberbullying

research by leveraging NLG
techniques

The ethical dilemma discussed in Section 1 ex-
tends beyond extends beyond the mere technical
dimensions of Natural Language Generation (NLG),
encompassing the imperative to ensure the protec-
tion of vulnerable children from potential harm and
trauma in the context of cyberbullying (CB) inci-
dent role-play. Our proposed position advocates
for the use of large language models (LLMs) as

an alternative means for generating CB-like sce-
nario data within controlled and ethically sound
frameworks. In this section, we provide a concise
overview of various techniques aimed at optimising
LLMs’ content generation through input manipula-
tion, commonly referred to as “prompting”. Addi-
tionally, we allude to our pilot study involving two
state-of-the-art LLMs (Claude-2 (Anthropic, 2023),
Llama2Chat7B (Touvron et al., 2023)) as a viable
source for data generation and present a discus-
sion of the results. This endeavor seeks to inform
the research community about diverse strategies
for harnessing the capabilities of LLMs in the realm
of synthetic data generation.

LLMs excel at generating extensive and coher-
ent text but suffer from limitations such as impre-
cise domain-specific details, biases, contextually
inappropriate text, and unintended inaccuracies
(Bender et al., 2021). Despite these shortcomings,
LLMs offer a cost-effective and rapid data gener-
ation method without the need for extensive par-
ticipant studies or surveys. Zhang et al. (2022);
Bhargava et al. (2023) categorise techniques for
controlling LLM generated content as (a) input opti-
misation (“prompting”), (b) network weight adjust-
ments (fine-tuning or re-training LLMs), and (c) post-
processing, with (a) being the least invasive and
cost-effective but less understood. Most prompting
techniques aim to elicit deductive reasoning, which
seeks to derive new facts based on known facts
and rules (Zhu et al., 2023). Prompting techniques
like chain-of-thought (CoT) (Wei et al., 2022), least-
to-most (Zhou et al., 2022), instruct LLM to deduce
conclusions from given facts by opting for a sim-
plistic approach. This involves prioritising straight-
forward and immediate deductions based on the
available information without delving into deeper or
more nuanced reasoning. Zero-shot CoT, prompts
LLMs with a general instruction like “think step
by step” to produce intermediate reasoning steps
without prior knowledge (Zhu et al., 2023). Few-
shot CoT achieves superior performance by pro-
viding multiple examples of the reasoning process
(question–rationale–answer), leveraging LLMs’ in-
context learning abilities with labeled exemplars
(Zhu et al., 2023). While, constitutional AI (Bai
et al., 2022) aims to align LLMs with ethical princi-
ples, studies by Perez and Ribeiro (2022); Li et al.
(2023); Wei et al. (2023) reveal the potential for ma-
nipulation to produce offensive content through ma-
licious prompts. To assess our position, we prompt
LLMs with few-shot CoT to self-generate exemplars
that mimic cyberbullying-like conversations.

Pilot Study To assess the feasibility of leveraging
LLMs as an alternative for data generation through
role-playing participant studies, we conducted a
pilot study with commercial Claude-2 (Anthropic,
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2023) and open-source Llama2Chat7B (Touvron
et al., 2023). We employed the few-shot CoT
prompting technique to exercise precise control
over these LLMs, ensuring the alignment of their
generated content with our research objectives. In
our first prompt (See Table 2 in Appendix A), we
furnished the LLMs with (a) a cyberbullying-related
conversational scenario adapted from Sprugnoli
et al. (2018), which revolved around a shy male
classmate inviting peers to view his ballet per-
formance on a WhatsApp group chat (See Ap-
pendix B), (b) a set of 45 messages (See Ap-
pendix C) from the English-translated dataset
(Verma et al., 2022) for this scenario, hereafter
referred to as the “conversation-chain”, presented
between html-tags <conversation-chain> ...
</conversation-chain>, and (c) solicited in-
sights from the LLMs regarding what they learned
from this conversation. In the second prompt (See
Table 3 in Appendix A), we posed the question,
“Have you detected any instances of cyberbullying
in this conversation?” For the third prompt, (See
Table 4 in Appendix A) we inquired about the cat-
egorisation of various instances of bullying in the
conversation. Finally, the fourth prompt (See Table
5 in Appendix A) simply asked the LLMs to “Create
a similar conversation”.

Pilot Results For the first prompt, both Claude-
2 and Llama2Chat7B provide different responses
(See Table 2 in Appendix A for detailed response).
Claude-2 provides a detailed analysis of the sce-
nario and focuses on the attitudes and reactions
of different individuals involved in the conversa-
tion. In contrast, Llama2Chat7B addresses the
harmful language and stereotypes in the conversa-
tion, advocating for inclusivity and respect for all
individuals, and promoting open-mindedness and
empathy. For the second prompt, both Claude-2
and Llama2Chat7B provide very similar responses
(See Table 3 in Appendix A for detailed response).
Both identify different instances of CB in the con-
versation, mention derogatory language, the use
of harmful stereotypes, and the intention to belit-
tle and shame the person being targeted. They
also stress the importance of addressing and pre-
venting CB. For the third prompt, Claude-2 and
Llama2Chat7B provide very different categorisa-
tions in their responses (See Table 4 in Appendix
A for detailed response). Claude-2 provides a com-
prehensive and detailed analysis of the different
types of bullying present in the conversation, includ-
ing verbal bullying, relational bullying, prejudiced
bullying, public humiliation, criticism of hobbies/in-
terests, and retaliation. It also provides a detailed
breakdown of different forms of bullying present
in the conversation. In contrast, Llama2Chat7B
provides three categories: verbal bullying, social

Figure 1: Snippet of cyberbullying-like conversa-
tions generated by Claude-2 (Anthropic, 2023) and
Llama2Chat7B (Touvron et al., 2023). (See Table 5
in Appendix A for detailed response)

bullying, and potential physical bullying. It pro-
vides a more general categorisation without the
same level of detail and specificity as Claude-2.
Furthermore, Llama2Chat7B offers specific exam-
ples from the conversation chain to illustrate each
category it identifies. Notably, although Physical
Bullying isn’t formally a category of Cyberbullying
(CB), Llama2Chat7B speculates this category and
proposes instances such as “Threatening to print
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t-shirts with someone’s picture” as potential exam-
ples of physical bullying, a distinction overlooked
by Claude-2. For the fourth and the important part
of the study, as depicted in Figure 1 and Table 5
(See Appendix A for detailed response), we found
both Claude-2 and LLama2Chat7B demonstrate the
ability to generate simulated dialogues with CB un-
dertones. Claude-2 generated 10 messages in
which a male student invited his peers to exhibit
handcrafted jewellery and knitted scarves. Addi-
tionally, Claude-2 aligned the roles of “Person-1” as
the victim, “Person-3” as the bully, and “Person-7”
as the enabler, similar to the conversation chain.
Equally, the open-source LLama2Chat7B was able
to craft an analogous dialogue mimicking the CB-
scenario between a group of students discussing a
new student who transferred to the school. Unlike
Claude-2, LLama2Chat7B generated 7 messages,
where only one message was role-played as the
bully. LLama2Chat7B fell short of being able to en-
compass the different roles of enablers. Without
diving into the technical comparisons between both
models, an obvious reason for Claude-2 being able
to align participant roles better than LLama2Chat7B
is because it is bigger parameter-wise and more
capable model with an extensive context length
of 100K tokens (Anthropic, 2023). Nevertheless,
both models demonstrate the potential for LLMs
to minimise ethical risks involving minors by sim-
ulating youth behaviour. Employing such models
to generate synthetic role-playing interactions al-
leviates ethical dilemmas, apprehensions, and po-
tential psychological distress that could arise from
directly including children in sensitive research con-
texts.

Researchers can enhance control with open-
source models through developing robust red-
teaming5 and alignment strategies. For instance,
models such as LLama2Chat7B could undergo fur-
ther instructional fine-tuning leveraging expert feed-
back providing acceptable and unacceptable exem-
plars within specific scenarios to better condition
safer generation. Techniques including Reinforce-
ment Learning with Human Feedback (Ouyang
et al., 2022) or Reinforcement Learning with AI
Feedback (Bai et al., 2022) may prove effective.
Additionally, ensemble approaches combining mul-
tiple fine-tuned models could mitigate individual
model biases, with each model adopting the role
of a distinct child subject. Recent methods like
Autogen (Wu et al., 2023) enable inexpensive multi-
agent conversation abstraction, thereby making
the multi-LLMs role-playing seamless and more
appealing for researchers. By having multiple mod-
els communicate in role-playing, each can more

5Involves assessing an LLM’s responses, behavior,
and capabilities through adversarial prompting, often
known as “jail-breaking”

readily assimilate and replicate the persona of their
assigned subject.

5. Ethical considerations and
Conclusion

This position paper advocates for a more nuanced
perspective on the issue of cyberbullying (CB), and
acknowledges the complexities beyond binary clas-
sification. Sections 2 and 3 underscore the intri-
cacies of CB manifestations, emphasising the sig-
nificance of considering diverse manifestations of
CB behaviour and different participant roles when
crafting evaluation cases for CB detection systems.

Moreover, to circumvent the persistent issue of
CB data as studied by Emmery et al. (2021), Sec-
tion 4 discusses the recent advancements in “gener-
ative” techniques as a valuable alternative. These
innovative techniques empower researchers to cre-
ate synthetic CB scenarios, potentially alleviating
some of the daunting challenges associated with
CB-scenario role-playing methods with young peo-
ple.

However, it is crucial to acknowledge that while
LLMs can serve as a valuable resource for gener-
ating CB scenarios, they come with inherent limita-
tions. Leveraging multiple LLMs to simulate child
participants in CB scenarios is an option worth ex-
ploring, but researchers must proceed with cau-
tion. LLMs have the capacity to produce results
that lack reliability and can sometimes generate
content that is biased, offensive, or factually incor-
rect without the oversight of human judgment. This
underscores the need for robust validation mech-
anisms to ensure the quality and appropriateness
of the generated content. Moreover, it is important
to note that experiments with commercial models
like Claude-2 can be ethically challenging due to
the proprietary nature of the training data. Inde-
pendent research should consider conducting such
experiments by evaluating generated content with a
diverse team of experts, including social scientists
and linguists. Additionally, involving social work-
ers from youth groups or trusted flaggers who pos-
sess a deeper understanding of interactions among
young demographics can provide invaluable per-
spectives on the appropriateness, sensitivity, and
aid in evaluating realism of the LLM-generated con-
tent in the CB context. By fostering interdisciplinary
collaboration and incorporating diverse perspec-
tives, researchers can navigate the ethical com-
plexities associated with LLM-based CB scenario
generation more effectively, ensuring the validity,
reliability, and ethical integrity of their studies

Additional approaches like active learning (Set-
tles, 2009; Mosqueira-Rey et al., 2023) in human-
in-the-loop machine learning, where an entity =
human (often a domain expert) is queried by the
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learner in control of the data (instruct-tuned LLMs)
to annotate unlabeled examples (LLM generated
text). Newer techniques like human-in-the-loop
chain-of-thought prompting (Cai et al., 2023) too
could be explored so as to help mitigate the biases
or otherwise factually incorrect generated text. It
is however important to note that such strategies
should involve human participants who understand
the domain of cyberbullying. This would generally
involve humans who are (a) able to recognise such
behaviour either through their past experience or
witnessing such behaviour or (b) experts in the do-
main who study such behaviour. Moreover, instead
of directly involving pre-adolescents or teenagers,
such strategies should involve social youth group
workers or student ambassadors or teachers, who
work closely with pre-adolescents or teenagers. As
they can offer nuanced insights into the needs, pref-
erences, and sensitivities of young people. Thereby
ensuring that any interventions or research initia-
tives are tailored to best serve their interests and
well-being.

In essence, this position paper puts forth a call
to action for a more comprehensive and nuanced
approach to CB research. It underscores the im-
portance of understanding the multifaceted nature
of CB and encourages researchers to address the
ethical and reliability challenges that come into play
when utilising LLMs for data generation in this con-
text. Moreover this paper can inform the devel-
opment of a socio-linguistic framework with em-
phasis on (a) how and why people engage in CB
behaviour, (b) what effects it has, (c) the evolving
nature of CB in discourse, and (d) aligning with ex-
isting user-generated content linguistic frameworks
like (Sanguinetti et al., 2020), especially in the con-
text of vulnerable population - teenagers. Future
cyberbullying research should prioritise the multidi-
mensional nature of CB, encompassing the diverse
range of participation roles and CB types to better
understand this complex issue.
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A. Tables

Study Dataset Dataset Type Harm Type
(Phanomtip et al.,
2021)

(Waseem and
Hovy, 2016;

Wulczyn et al.,
2017; Reynolds

et al., 2011)

Binary

Personal
Attacks;
Binary
Bullying;
Hate-
speech

(Zhao et al., 2020)
(Aggarwal et al., 2020)
(Paruchuri and Rajesh,
2022)

(Yadav et al., 2020) (Agrawal and Awekar,
2018; Davidson et al.,
2017; Waseem and
Hovy, 2016; Chatzakou
et al., 2019; Bretschnei-
der and Peters, 2016)

Binary Hate-speech; Ag-
gression; Offensive
language

(Pradhan et al., 2020) (Wulczyn et al., 2017;
Reynolds et al., 2011;
Waseem and Hovy,
2016)

Binary Hate-speech and Per-
sonal attacks

(Fang et al., 2021) (Reynolds et al., 2011;
Waseem and Hovy,
2016)

Binary Hate-Speech; Binary
Bullying

(Tripathy et al., 2022) (Davidson et al., 2017) Binary Hate-Speech
(Muneer and Fati,
2020)

(Founta et al.,
2018) Binary Hate-

Speech
(Behzadi et al., 2021)
(Paul and Saha, 2022) (Waseem and

Hovy, 2016;
Davidson et al.,
2017)

Binary

Hate-
Speech;
Offen-
sive
lan-
guage

(Agrawal and Awekar,
2018)
(Wang et al., 2020)
(Elsafoury et al., 2021)
(Bharti et al., 2021)
(Dadvar and Eckert,
2020) (Waseem and

Hovy, 2016) Binary Hate-
speech(Raj et al., 2021)

(Alotaibi et al., 2021)
(Menini et al., 2019)
(Lu et al., 2020) (Waseem and Hovy,

2016; Wulczyn et al.,
2017; Kaggle, 2018)

Binary Hate-speech; Offensive
language

(Jain et al., 2021) (Waseem and Hovy,
2016; Wang et al.,
2020)

Binary Hate-Speech; Offen-
sive language

(Ahmed et al., 2021) (Wulczyn et al., 2017) Binary Personal attacks
(Pericherla and
Ilavarasan, 2021)

(Wulczyn et al., 2017) Binary Personal attacks

(Chatzakou et al.,
2019)

Custom (No Annotation
Guideline)

Binary Hate-speech & Abusive
language

(Ahmed et al., 2022) (Wang et al., 2020;
Waseem and Hovy,
2016)

Binary Hate-speech & Offen-
sive language

Table 1: List of studies that claim to detect “cyber-
bullying” but use out-of-domain datasets
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Pompt-1: You are presented with conversation between school-age children. They are role-playing conversation
being given this scenario - <Scenario> Your shy male classmate has a great passion for classical dance.
Usually he does not talk much, but today he has decided to invite the classroom to watch him for his ballet show
</scenario> See a sample of their conversation <Conversation-Chain> ... </Conversation-Chain>
What do you learn from this conversation?
Claude-2: I learned a few things from this conversation: (1) Person 1 is brave for pursuing his passion for ballet
even though it goes against gender stereotypes. He invites his classmates to his recital despite being shy and
embarrassed. (2) Persons 3 and 7 react with prejudice, making fun of Person 1 for liking ballet and calling him
names. Their comments are mean-spirited and close-minded. (3) Persons 2 and 8 stand up for Person 1. They
see nothing wrong with him liking ballet and encourage him to keep dancing. (4) Pursuing interests outside of
gender norms can lead to bullying, but having even a couple supportive friends makes a big difference. We
should accept people’s diverse interests without judgement. (5) Persons 3 and 7 try to shame Person 1, but he
remains steadfast. Standing up to bullying requires courage. (6) Overall, this shows how biases against gender
non-conformity can lead to cruel teasing. But supportive friends and self-confidence help overcome negativity. We
should be more open-minded and not judge people for their hobbies or interests
Llama2Chat7B: This conversation is not appropriate or respectful. It contains harmful and toxic language, including
homophobic slurs and gendered insults. The use of such language can create a hostile environment and contribute
to a culture of discrimination and marginalization. Additionally, the conversation implies that certain activities or
interests are inherently ”feminine” or ”masculine,” which reinforces harmful gender stereotypes. It is important
to recognize that everyone should be treated with dignity and respect, regardless of their gender expression,
sexual orientation, or interests. Everyone deserves the opportunity to pursue their passions without fear of ridicule
or harassment. Instead of engaging in hurtful conversations, it’s important to promote inclusivity, diversity, and
respect for all individuals. We can encourage open-mindedness and empathy towards others, and work towards
creating a society where everyone can feel safe and valued.

Table 2: Response to Prompt-1 by Claude-2 and
Llama2Chat.

Pompt-2: Have you detected any instances of cyberbullying in this conversation?
Claude-2: Yes, there are a few instances of cyberbullying evident in this conversation: (1) Person 3 threatens to
print t-shirts with embarrassing images of Person 1 in a tutu. Creating and distributing humiliating material online
could be considered cyberbullying. (2) Persons 3 and 7 use mean and derogatory language like ’sissy’, ’fag’, and
comments about Person 1 playing with females. The harassing comments attempt to shame Person 1 online. (3)
Persons 3 and 7 say they will attend the recital only to laugh at and mock Person 1. Coordinating to embarrass
someone in real life based on online activities could cross over into cyberbullying. (4) Person 7 calls Person 1 an
’idiot’ who will ’make a fool of himself’. Insulting language used online can constitute cyberbullying. (5) The overall
tone of repeated insults, name-calling and attempts to shame Person 1 for his interests create a cyberbullying
dynamic even though the children know each other in real life. (6) So while this isn’t a clear cut case, there are
definite elements of cyberbullying present in the ways Persons 3 and 7 try to shame, embarrass and put down
Person 1 online. The harassment attempts to damage his reputation and make him feel bad about his interests.
Llama2Chat7B: Yes, I did detect some instances of cyberbullying in the conversation you provided. Specifically,
the following statements could be considered cyberbullying: “You’re so effeminate that there are more pansies
around you than in a garden.”; “I’ll have T-shirts printed with you wearing a tutu.”; “The only fag who will dance with
the girls.”; “These statements contain derogatory language and stereotypes that are intended to belittle and shame
the person being addressed. They also perpetuate harmful and negative attitudes towards people who identify as
LGBTQ+.” Cyberbullying can have serious consequences for the mental health and well-being of those who are
targeted. It’s important to be aware of these behaviors and to take steps to prevent them in our online interactions.

Table 3: Response to Prompt-2 by Claude-2 and
Llama2Chat.
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Pompt-3: What categorization can you give the various instances of bullying?
Claude-2: Based on my analysis, I would categorize the instances of bullying in this conversation as:

• Verbal bullying: Name-calling, insults, and derogatory language used by Persons 3 and 7, like ’sissy’, ’fag’,
calling Person 1 an ’idiot’, etc

• Relational bullying: Threats to socially exclude or embarrass Person 1. For example, Persons 3 and 7 say
they will attend the recital only to mock and laugh at him.

• Cyberbullying: Person 3’s threat to print embarrassing t-shirts to distribute, which would humiliate Person 1
online/in real life. Also the overall harassment in the chat space.

• Prejudiced bullying:Targeting and insulting Person 1 based on gender stereotypes and prejudices against
males doing ballet.

• Public humiliation: Persons 3 and 7 coordinate plans to publicly embarrass Person 1 by laughing at him and
calling names during his recital.

• Criticism of hobbies/interests: Making Person 1 feel ashamed or attacked for his passion for ballet
• Retaliation: The bullying seems partially intended to get back at Person 1 for challenging gender norms with

his interest in ballet.
So in summary, this bullying employs verbal attacks, relational exclusion, cyber harassment, prejudice, public
embarrassment, and criticism of Person 1’s interests - all intended to shame him for his hobby.
Llama2Chat7B: In this conversation, there are several instances of bullying that can be categorized in different
ways. Here are some examples:

• Verbal bullying: This involves using words to hurt, intimidate, or threaten someone. Examples of verbal
bullying in this conversation include: * Calling someone a ”sissy” or ”effeminate” * Using derogatory language
or slurs * Making fun of someone’s appearance or behavior

• Social bullying: This involves excluding someone from a group or spreading rumors to isolate them. Examples
of social bullying in this conversation include: * Saying that someone is ”not one of us” * Implying that
someone is weird or doesn’t fit in * Encouraging others to exclude someone from activities or conversations

• Physical bullying: This involves physical violence or threats of violence. While there are no explicit examples
of physical bullying in this conversation, some comments could potentially escalate into physical altercations.
For example: * Threatening to ”print T-shirts” with someone’s picture wearing

Table 4: Response to Prompt-3 by Claude-2 and
Llama2Chat.
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Pompt-4: Create a similar conversation
Claude-2: Here is a similar constructed conversation with the same bullying dynamics:

• Person 1: Hi everyone. I wanted to invite you all to the craft fair this weekend. I’ll be selling handmade jewelry
and knitted scarves that I made myself. I’m a bit nervous to put myself out there, but I’ve been working hard
on this for months.

• Person 3: Jewelry and knitting? Isn’t that stuff for old ladies? What are you, a grandma?
• Person 7: Haha Person 1, what loser hobbies. I can’t believe you spend time knitting scarves, how embar-

rassing!
• Person 2: Don’t listen to them Person 1! I think it’s really cool you make your own jewelry and knit. I’ll

definitely stop by your booth at the craft fair.
• Person 8: Seriously you guys, stop being jerks. So what if Person 1 likes crafts? They’re fun hobbies and I’m

sure his stuff will be awesome. I can’t wait to see it!
• Person 3: I’ll make sure to bring my friends to point and laugh at Person 1’s lame grandma booth. What a

joke!
• Person 7: Hahaha yes! We can take pictures and post them too to show everyone what a weirdo Person 1 is

for knitting.
• Person 1: There’s nothing wrong with enjoying crafts and handmade items. I don’t see why you need to be

so mean about my hobbies.
• Person 2: Don’t pay any attention to these immature bullies Person 1. Keep doing what you love. I’ll help

promote your booth!
• Person 8: Exactly, don’t let them get you down. Your interests are cool and unique. Forget the haters!-

Llama2Chat7B: Sure, here’s a conversation between a group of students discussing a new student who has just
transferred to their school:

• Student 1: “Have you guys seen the new kid yet? He’s totally awkward and doesn’t know anyone.”
• Student 2: “Yeah, I saw him sitting alone at lunch yesterday. He looked really sad.”
• Student 3: “I heard he’s from a different country, so maybe that’s why he’s struggling to fit in.”
• Student 4: “Whatever, dude. He’s still super weird. I bet he’s never had a real friend before.”
• Student 5: “Guys, come on. Let’s not be mean. We don’t know anything about him yet. Maybe he’s really

cool once you get to know him.”
• Student 6: “Yeah, and even if he is a little different, that doesn’t give us the right to bully him. Remember how

we all felt when we first started here?”
• Student 1: “Okay, okay. You’re right. Let’s try to be nice to him”

Table 5: Response to Prompt-4 by Claude-2 and
Llama2Chat.

B. Scenario

The scenario presented below has been devised
by (Sprugnoli et al., 2018)

Your shy male classmate has a
great passion for classical dance.
Usually he does not talk much, but
today he has decided to invite
the classroom to watch him for his
ballet show.
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C. Conversation-Chain

The conversation provided in (Sprugnoli et al.,
2018) is originally in the Italian language and has
been translated into English by (Verma et al., 2022).

1 {
2 Person1 : ``Hi . . . I wanted to

invite you to the ballet recital
on Saturday, March 3 . . . it

would make me very happy . . . I
am a little embarrassed'',

3 Person2: ``I will ask my mom and I
will let you know'',

4 Person1 : ``Thanks Person2!'',
5 Person3 : ``Ah a dance recital'',
6 "Person3" : "You who are a male",
7 "Person7" : "Actually, does it seem

normal to you?",
8 "Person8" : "Thanks Person1 I will

definitely be there",
9 "Person3" : "No, it is for girls",

10 "Person3" : "Then I imagine him
wearing leggings",

11 "Person3" : "What about the tutu?",
12 "Person7" : "You, who dances like an

idiot ",
13 "Person1" : "What's wrong with that

?",
14 "Person3" : "You on tips (en pointe

?)",
15 "Person8" : "Person1, don't listen

to them.",
16 ``Person3'' : ``Go play soccer you

sissy'',
17 "Person7" : "Person3 is right ! ! !

! !",
18 "Person3" : "Of course",
19 "Person3" : "! ! ! ! !",
20 "Person3" : "But then with whom,

with other females",
21 "Person3" : "females like you by the

way",
22 "Person7": "Oooooooooooooo \emoji{

grinning-face}",
23 "Person8" : "Leave them alone, if

you like to dance, dance, if you
like to sing, sing, free of

prejudice",
24 "Person3" : "Yes, and you go play

rugby.",
25 "Person3" : "Same thing",
26 "Person7" : "But are you sure you

have been selected for the
recital or do you infiltrate to
make an impression",

27 "Person7" : "You have been
brilliantly shamed",

28 "Person1" : "Thank you. But if I
like to dance and Person3 likes
to play rugby, what would be the

problem?",
29 "Person3" : "That ballet is not for

boys",

30 "Person3" : "Of course",
31 "Person8" : "And people who NEVER,

EVER, EVER mind their own
business.",

32 "Person3" : "You're so effeminate
that there are more pansies
around you than in a garden.",

33 "Person2" : "But why do you care if
he dances ? If you don't like
dancing don't even go to see him
. I'll be there for sure",

34 "Person3" : "Me too.",
35 "Person3" : "Just to laugh and make

fun of him.",
36 "Person8" : "You are a MONSTER",
37 "Person2" : "It's nonsense, leave

him alone",
38 "Person8" : "Exactly",
39 "Person7" : "Of course I'll be there

when Person1 will make a fool
of himself.",

40 "Person8" : "Come on Person1, I
believe in you",

41 "Person7" : "The only fag who will
dance with the girls",

42 "Person2" : "But I'd like to see you
dance! I'm sure he's better

than you.",
43 "Person3" : "I'll have T-shirts

printed with you wearing a tutu
.",

44 "Person7" : "Great Person3 \emoji{
grinning-face}",

45 "Person8" : "he is very lucky
instead",

46 "Person3" : "To have us insult him?"
,

47 "Person3" : "I would say yes"
48 }
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