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Abstract

Native Language Identification (NLI) intends to classify an author’s native language based on their writing in
another language. Historically, the task has heavily relied on time-consuming linguistic feature engineering, and NLI
transformer models have thus far failed to offer effective, practical alternatives. The current work shows input size is
a limiting factor, and that classifiers trained using Big Bird embeddings outperform linguistic feature engineering
models (for which we reproduce previous work) by a large margin on the Reddit-L2 dataset. Additionally, we provide
further insight into input length dependencies, show consistent out-of-sample (Europe subreddit) and out-of-domain
(TOEFL-11) performance, and qualitatively analyze the embedding space. Given the effectiveness and computational
efficiency of this method, we believe it offers a promising avenue for future NLI work.
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1. Introduction

Native Language Identification (NLI) operates un-
der the assumption that an author’s first language
(L1) produces discoverable patterns in a second
language (L2) (Odlin, 1989; MacDonald, 2013).
Classifying one’s native language proves highly
useful in various applications, such as in language
teaching, where customized feedback could be pro-
vided based on the learner native language; in fraud
detection, where identifying an unknown author’s
native language can aid in detecting plagiarism and
web fraud; and in consumer analytics. NLI models
historically relied on handcrafted linguistic patterns
as input features (Koppel et al., 2005; Tetreault
et al., 2013; Cimino et al., 2013; Chen et al., 2017);
however, such representations are unlikely to cap-
ture all required nuances and complexities of this
task (Moschitti and Basili, 2004), in particular on
noisier sources of data.

Current transformer models (Vaswani et al.,
2017) have shown success in such challenges
(Brown et al., 2020) but are often limited by in-
put size. This is particularly problematic for NLI
which often deals with long texts, such as essays,
documents or social media posts. Our work1 is
the first to employ long-form transformer models to
overcome these task limitations. We train a simple
logistic regression classifier which only uses the
embeddings from a (fine-tuned) Big Bird (Zaheer
et al., 2020) model as input, and demonstrate it
significantly outperforms a similar classifier trained
using costly handcrafted feature representations,
at a fraction of the inference time. In our analyses,
we show largely consistent out-of-sample, and out-
of-domain performance, and that the embeddings
encode linguistic patterns relevant to NLI.

1Code, data snapshots, model weights, and experi-
mental details are available at https://github.com/S
ergeyKramp/mthesis-bigbird-embeddings.

2. Related Work

Seminal NLI work by Koppel et al. (2005) used func-
tion words, character n-grams, and handcrafted
error types as features extracted from 1000 articles
in five languages. The TOEFL-11 dataset (Blan-
chard et al., 2013) proved a fruitful resource for two
NLI shared tasks (Tetreault et al., 2013; Malmasi
et al., 2017). However, its controlled collection en-
vironment and limited range of topics affected gen-
eralization of traditional linguistic features to noisy
Internet data (Baldwin et al., 2013). An example
of such noisy data is the Reddit-L2 dataset (Rabi-
novich et al., 2018); the current de facto benchmark
for NLI, which we employ as well.

Despite various attempts using neural architec-
tures (Ircing et al., 2017; Bjerva et al., 2017; Franco-
Salvador et al., 2017), the current best performance
on the Reddit-L2 dataset was obtained by Goldin
et al. (2018) using a logistic regression classifier
trained on a combination of linguistic features. We
implement, and thereby directly compare to, their
work in our experiments.

Most related to the current work are two stud-
ies using transformers for NLI. Steinbakken and
Gambäck (2020) fine-tuned BERT (Devlin et al.,
2019) on a less challenging split2 of the Reddit-L2
dataset, applying the model stand-alone, and in
an ensemble of classifiers. Lotfi et al. (2020) fine-
tuned GPT-2 (Radford et al., 2019) per language in
the TOEFL-11 dataset, classifying a test instance
according to the language-specific model with the
lowest loss on that instance. Our method offers
a stand-alone transformer model approach with a
much lower computational footprint. We will evalu-
ate performance on the Reddit-L2 split with little to
no information related to (linguistic) geography.

2This split only includes Europe-themed subreddits,
the content of which frequently reveals the author’s geo-
graphical location through (e.g.) named entities.

https://github.com/SergeyKramp/mthesis-bigbird-embeddings
https://github.com/SergeyKramp/mthesis-bigbird-embeddings


2376

102

104

106

Bulg
ari

an

Croa
tia

n
Cze

ch
Dutc

h

Eng
lish

Esto
nia

n
Finis

h
Fre

nc
h

Germ
an

Gree
k

Hun
ga

ria
n

Ita
lian

Lit
hu

an
ian

Norw
eg

ian
Polis

h

Port
ug

ue
se

Rom
an

ian

Rus
sia

n

Serb
ian

Slov
en

ian

Spa
nis

h

Swed
ish

Tu
rki

sh

non-EU Authors EU Authors non-EU Chunks EU Chunks

Figure 1: Logscale author and chunk frequencies per L1 in the europe and non-europe partitions.

Rabinovich et al. (2018) have used hierarchical
clustering to investigate the relationship between an
author’s native language and their lexical choice in
English. Using word frequency and embeddings of
English words, they measured distances between
31 L1s, showing that languages from the same
family appear closest in a vector space. They fur-
ther suggested that authors with a similar L1 have
comparable idiosyncrasies in their English writing.
Hence, given an accurate model, we expect to ob-
serve such patterns in the embeddings used in the
current work as well.

3. Methodology

3.1. Data

We used a derivative of the Reddit-L2 dataset,3
first introduced as L2-Reddit by Rabinovich et al.
(2018), and used in Goldin et al. (2018). Data
collection of 200M sentences (∼3B tokens) from
2005-2017 used flairs that report country of origin
on subreddits discussing European politics, yield-
ing a total of 45K labeled native and non-native
English-speaking users and their entire post his-
tory. Between-group language proficiency was ac-
counted for through several syntactic and lexical
metrics, and languages with fewer than 100 authors
were removed. Each author profile was split per
100 sentences, and these “chunks” were subse-
quently divided in two: one partition with subred-
dits discussing European politics (referred to as the
europe partition), and a second partition from all
other subreddits (the non_europe partition). Fig-
ure 1 visualizes the partition frequencies.

Sampling For L1 identification, we regrouped
Reddit-L2 on native language rather than national-
ity. After filtering predominantly multi-lingual coun-
tries, this resulted in 23 labels. We found that the
majority are native English speakers, followed by
Dutch, and that there is a stronger label imbalance
in the non_europe partition than in europe.

3Via: http://cl.haifa.ac.il/projects/L2/

In accordance with Goldin et al. (2018), the data
was balanced through downsampling by randomly
selecting 273 and 104 authors respectively (based
on their least represented language) for each lan-
guage in the two partitions. The amount of chunks
per author was capped to reduce activity skew.
These were randomly sampled up to the median
per author; 17 for non_europe, and 3 for europe.

Preprocessing For this, we removed redundant
blank spaces and replaced all URLs with a special
token. While minimal, these changes improved
classification performance across the board.

Splitting We split the non-europe partition on
chunk level4 into equal fine-tuning (Dtune), and train-
ing and testing (Dexp) parts. A given author might
be represented in multiple chunks; hence, we did
not shuffle before splitting. We hypothesized that
due to the size and variety of the non_europe par-
tition, it is a more realistic, challenging part of the
data. Unlike the europe partition used by Stein-
bakken and Gambäck (2020), it covers a variety
of topics and contains fewer context words (e.g.,
countries and nationalities) that might pollute clas-
sification. Instead, we dedicated the entire europe
partition to conduct an out-of-sample evaluation.
We refer to this data as Doos. As this part of the
data contains texts on topics not seen in Dtune and
Dexp, this allows us to gauge the context specificity
of our representations.

3.2. Feature Engineering Baseline

The linguistic features5 (5186 total) were con-
structed following Goldin et al. (2018) (or using
close equivalents), and extracted for each chunk:

n-Grams To extract the 1000 most common uni-
gram and character tri-gram features, we used
scikit-learn (Pedregosa et al., 2011) vectorizers
fit on the text chunks of Dexp.

4Splitting by authors had negligible effects.
5For comparison sake, we did not optimize these.

http://cl.haifa.ac.il/projects/L2/
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Edit Distance & Substitution For each mis-
spelled word (identified using symspellpy6) in
Dexp, we obtained its closest correction with a max-
imal edit distance of 2. Words for which no cor-
rection was found were ignored. The required in-
sertions, deletions, and replacements formed a
substitution frequency list, of which the top 400
were used as features. Additionally, for each chunk
we summed the Levenshtein distance between all
words and their corrections, divided by the total
number of words, giving the average edit distance.

Miscellaneous To extract all other features, each
chunk in Dexp was first split by \n. Binary gram-
mar error features (i.e., the presence or absence
an an error in that chunk) were extracted using
LanguageTool7 (2017 error types in total). The
top 300 POS tri-grams were extracted with nltk8

(Wagner, 2010), and function word frequency fea-
tures used a list (Volansky et al., 2015, 467 total).
For average sentence length, we removed all non-
alphanumeric symbols of length 1, then divided
sentence length (on word level) by the total number
of sentences in a chunk (i.e., 100).

3.3. Transformer Model
To efficiently apply transformers for NLI we opted
for Big Bird (google/bigbird-roberta-base on
the Hugging Face Model Hub; Paszke et al., 2019;
Wolf et al., 2019) as it has a relatively large context
length of 4096 tokens while fitting on a single GPU.9

Fine-tuning We fine-tuned all layers of Big Bird
on Dtune using the hyperparameters specified in
the original paper: Adam (Kingma and Ba, 2015)
to optimize with the learning rate set to 10−5 and
epsilon to 10−8. Warm-up on 10% of all training
inputs ran during the first epoch. Fine-tuning ran
for 3 epochs totaling 15 hours. Due to memory
constraints, we used an input size of 2048, with
a batch size of 2. Chunks that were shorter were
padded to match the input length; longer inputs
were split into sub-chunks (padded to full length).

Embedding Representation In order to com-
pare Big Bird to linguistic features, we only extract
its embeddings (either pre-trained from the Model
Hub or our own fine-tuned version), using them as
input to a classifier. Per chunk, we added [CLS]
at the beginning of the first sentence, and manu-
ally inserted a separator token between each sen-
tence and at the end of the chunk. We then used

6github.com/mammothb/symspellpy
7github.com/jxmorris12/language_tool_py
8We used the pre-trained Averaged Perceptron Tag-

ger in combination with the Punkt Tokenizer.
9We used an NVIDIA Titan X with 12 GB of VRAM.

the last hidden states for [CLS] as the chunk’s
768-dimensional embedding features. We experi-
mented with 3 token input sizes: 512 (BERT’s input
size), 2048 (size also used when fine-tuning), and
4096 (Big Bird’s maximum input size).

4. Experimental Setup

4.1. Main Experiment
We trained a logistic regression classifier on the
output of each feature extractor. To further establish
an equal ground for comparison, we did not tune
the hyperparameters of these classifiers. Hence,
we adopted scikit-learn’s default parameters:
ℓ2 normalization, C = 1, L-BFGS (Liu and Nocedal,
1989) for optimization, and maximum iterations set
to 1000. We used average accuracy over 10-fold
cross-validation (CV) to gauge the robustness of
each classifier’s performance.

4.2. Embedding Space Analysis
Following Rabinovich et al. (2018), we used hier-
archical clustering to analyze how each native lan-
guage is represented in the 768-dimensional em-
bedding space. We used the best performing pre-
trained and fine-tuned Big Bird models from our
main experiment to compute the centroids (23 in to-
tal) on Dexp. Subsequently, we used scipy’s (Virta-
nen et al., 2020) implementation of Ward’s linkage
function (Ward, 1963) to create a cluster dendro-
gram, and scikit-learn’s default implementation
of Principal Component Analysis (Girshick, 1936;
Tipping and Bishop, 2002, PCA) to visualize the
centroids in a 2-D space.

4.3. Error Analysis
Out-of-Sample (OOS) Analysis To assess gen-
eralization,10 we trained three classifiers (one per
representation method) on Dexp and tested on Doos
(only concerns European politics; generally absent
in Dexp). Our baseline uses linguistic features, and
two classifiers use Big Bird embeddings from the
best performing pre-trained and fine-tuned feature
extractors (see Table 1). We considered both ver-
sions of the feature extractor to control for any data
leakage that occurred during fine-tuning.

Sensitivity to Text Length To gauge the effect
of text length on performance, we randomly sam-
pled 1000 chunks from Dexp and created slices11 of
10%, 20%, 40%, and 80% of the total length of the
chunk, following a similar baseline and embedding

10Big Bird was reportedly not trained on Reddit.
11Sliced on \n. We also experimented with sentence,

clause, and character-level—all yielding similar results.

https://github.com/mammothb/symspellpy
https://github.com/jxmorris12/language_tool_python
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Name Hours ACV OOS OOD

Feature Eng. 13.00 .475 .637 .172
BigBird-512 0.27 .364 - -
BigBird-512-t 0.27 .432 - -
BigBird-2048 2.50 .493 .774 .102
BigBird-2048-t 2.50 .654 .855 .204
BigBird-4096 3.00 .500 - -
BigBird-4096-t 3.00 .635 - -

Table 1: The models (Name) annotated with their
input dimensions and if they were fine-[t]uned,
how long feature extraction took on Dexp (Hours),
their average cross-validation accuracy scores on
Dexp (ACV) and accuracy scores on Doos (OOS,
r/Europe) and Dood (OOD, TOEFL-11).

extraction method as the out-of-sample analysis.
Next, we trained a logistic regression classifier, sim-
ilar to those described in Section 4.1, on all of Dexp
except the 1000 randomly sampled chunks. Then,
we obtained predictions for all slices, and computed
the accuracy for each slice group.

Out-of-Domain (OOD) Analysis In order to mea-
sure true out-of-domain performance, we used the
TOEFL-11 (Blanchard et al., 2013) set as Dood;
specifically the test split, filtered on the five lan-
guages that overlap with our training data (French,
German, Italian, Spanish, and Turkish). It should
be noted that the average amount of tokens per
instance for TOEFL (322) is significantly lower than
the average in Dexp (1726). Hence, we expect per-
formance to suffer as a result.

5. Results

5.1. Main Experiment
Table 1 shows the average CV scores of each clas-
sifier. BigBird-2048-t yielded the highest average
CV accuracy with 65.38%; a 17 point increase over
the baseline trained on linguistic features (47.55%).
The classifiers trained on fine-tuned embeddings
outperformed those using pre-trained embeddings
across all three model variants. However, differ-
ences are smallest for BigBird-512, suggesting that
the short input size limits fine-tuning’s efficiency.
Increasing input size beyond 2048 tokens seems to
have a small effect; however, given that the average
chunk length in Dexp is 1726 tokens, with an input
size of 2048 tokens, most are captured already.

Finally, our classifiers show comparable errors
between L1s; in most cases, the classifiers confuse
the true language with a language from the same
language family or a language of a nearby country
(e.g. Serbian with Croatian, Croatian with Russian
or Polish with Czech).

Serbian
Croatian
Romanian
Spanish
Portuguese
Italian
French
Turkish
Russian
Slovenian
Czech
Estonian
Hungarian
German
Polish
Lithuanian
Greek
Bulgarian
Norwegian
Dutch
Finnish
Swedish
English

Pretrained Model

Swedish
Finnish
Estonian
Bulgarian
Norwegian
Spanish
English
Dutch
German
Portuguese
French
Greek
Turkish
Serbian
Croatian
Slovenian
Italian
Romanian
Hungarian
Lithuanian
Czech
Polish
Russian

Fine-Tuned Model

Figure 2: Hierarchical clustering dendograms of na-
tive language centroids in the Big Bird embedding
space before and after fine-tuning.
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Figure 3: 2-Dimensional PCA space showing the
language centroids before and after fine-tuning.

5.2. Embedding Space Analysis

Although our clustering shows some overlap with
the results of Rabinovich et al. (2018), there are
some deviations. Languages from the same
language family are not always close (see Fig-
ure 2, fine-tuned or not). For example, Russian
is clustered with Turkish (pre-trained) and Ital-
ian with the former Yugoslavian languages (fine-
tuned). Furthermore, fine-tuning shifts the embed-
ding space more toward separating individual lan-
guages, rather than separating native-English from
non-native English (as indicated by English hav-
ing its own cluster). This effect is most apparent
in the low-dimensional PCA space (see Figure 3).
In the fine-tuned space, an interesting artifact can
be observed, where the space roughly mimics the
languages’ geographical orientation to each other.
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5.3. Error Analysis
Out-of-sample Analysis Here we see the same
pattern as in our main experiment (see Table 1),
with the fine-tuned embedding approach yielding
the most accurate classifier, outperforming the fea-
ture engineering baseline by 22 percentage points,
whereas the pre-trained model gains 13.7.

Sensitivity to Text Length In Figure 4, it can be
observed that the performance of both embedding
and feature engineering classifiers deteriorates as
text length decreases. However, the deterioration
is not linear, which suggests there is increased re-
dundancy in the information used for classification
the longer the input becomes. The embeddings
are more affected, with a 12 point drop when re-
ducing from 80% to 40% and a 14 point drop when
reducing from 40% to 20%, compared to 5 points
and 7 points for the feature engineering model.

Out-of-Domain Analysis Turning to the results
in Table 1 again, we can observe a strong drop-
off in performance when both feature engineer-
ing and embedding-based models are applied to
shorter, closed-form text. Interestingly, with the
average TOEFL document being 15.3% of the max-
imum input length, the performance is only slightly
lower than the expected in-domain performance
under such input constraints (see Figure 4 for com-
parable input length effects). Note that this only
provides a contextual view on performance differ-
ences; TOEFL-11 models’ benchmark performance
is close to 90% accuracy (Malmasi et al., 2017).

Cross-Domain Analysis Results of the previous
error analyses called for further cross-examination
(reported in Table 2).12 Here, in addition to the
decreased Reddit-L2 subset difficulty with fewer
labels, we can observe the same performance
patterns—with one exception. Without additional

12Please note that these experiments used a train/test
split with identical labels (five languages per set); hence,
these experiments are markedly different from Table 1.

Train EU TFL

Test EU TFL EU TFL

Feature Eng. .729 .262 .406 .754
BigBird-2048 .748 .280 .312 .660
BigBird-2048-t .821 .370 .610 .560

Table 2: Cross-evaluation accuracy scores be-
tween different models trained and tested on the
non_europe (EU) and TOEFL-11 (TFL) datasets.

optimization, the feature engineering model seems
more suited for TOEFL (while not included here,
our models evenly score ∼10% less on the full
TOEFL-11 task). BigBird-2048-t also seems to
achieve slightly better out-of-domain performance
when trained on TOEFL; with a performance drop
of 25.7% on non-europe, compared to 33.9% the
other way around. However, better performance on
TOEFL also seems to cause poorer out-of-domain
generalization. This might suggest this benchmark
may cause overfitting. Further investigation in this
cross-domain setting, in particular featuring previ-
ous implementations tested on TOEFL-11 (Malmasi
et al., 2017), would certainly be a worthwhile con-
tribution to future NLI work.

6. Discussion & Conclusion

Our experiments demonstrate how fairly straight-
forward feature extraction using embeddings from
transformers that account for long enough input
sequences is faster, and substantially outperforms
prior best performing models on Reddit-L2. Some
limitations should be mentioned here: the domain
is rather restricted, as Reddit’s demographics imply
the dataset mostly contains highly fluent English
speakers, which, in turn, was also the only L2 we fo-
cused on. Hence, other social platforms are worth
evaluating on as well (although label collection will
likely be significantly more challenging).

For future work, we expect even better results
might be achieved tuning other classifiers than lo-
gistic regression, and a comparison with similar
transformers such as Longformer (Beltagy et al.,
2020) and Transformer-XL (Dai et al., 2019) is cer-
tainly worthwhile (Bulatov et al., 2023). As is com-
monly observed (Devlin et al., 2019; Sun et al.,
2019; Howard and Ruder, 2018), fine-tuning Big
Bird on our data improved performance, and our
observations proved robust both throughout cross-
validation and on out-of-sample data. Given the
results and error analyses, we believe our works of-
fers various starting points for future NLI work, and
that the ideas presented may be broadly applied as
an efficient method in text classification problems
that specifically deal with longer inputs.
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