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Abstract
Neural machine translation (NMT) has progressed rapidly in the past few years, promising improvements and quality
translations for different languages. Evaluation of this task is crucial to determine the quality of the translation.
Overall, insufficient emphasis is placed on the actual sense of the translation in traditional methods. We propose a
bidirectional semantic-based evaluation method designed to assess the sense distance of the translation from the
source text. This approach employs the comprehensive multilingual encyclopedic dictionary BabelNet. Through
the calculation of the semantic distance between the source and its back translation of the output, our method
introduces a quantifiable approach that empowers sentence comparison on the same linguistic level. Factual
analysis shows a strong correlation between the average evaluation scores generated by our method and the
human assessments across various machine translation systems for English-German language pair. Finally, our
method proposes a new multilingual approach to rank MT systems without the need for parallel corpora.
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1. Introduction

Automatic evaluation of machine translation (MT)
is crucial to determine the quality and performance
of translation systems. It is an important step in the
development and improvement of MT models, as
it sheds light on the models’ strengths and weak-
nesses. As the demand expands for high-quality
translations, spanning a variety of languages, also
the need for efficient and reliable evaluation tech-
niques grows rapidly. The major goal of these
evaluation methods is to approximate the seman-
tic similarity between the target text and some gen-
erated text. Standard techniques rely on compar-
ing the machine translation’s output with the de-
sired true reference. Common methods such as
BLEU (Papineni et al., 2002) and ROUGE (Lin,
2004) rate the translation based on n-gram inter-
sections. Many of these methods are effective at
capturing aspects of text similarity, but fall short
on the actual meaning difference. Advanced tech-
niques using word-embedding based approaches
like BERTScore (Zhang et al., 2020) have marked
significant progress in assessing translation qual-
ity. With this in mind, a significant shift has oc-
curred in recent years towards the need for accu-
rate reference-less evaluation metrics.
Our goal is to introduce a different strategy for

machine translation evaluation, one that does not
require an aligned parallel test set. BiVert is a
simple bidirectional and self-supervised method
constructed from a multilingual encyclopedia. In
essence, BiVert evaluates a translation between
the source sentence s and the target sentence t
by scoring the semantic similarity between the s

and its back-translated sentence s′, as illustrated
in Figure 1. We refer to the former translation as
the direct action and the latter as the back action.
For the first step, we generate the back sentence
s′ using a standard machine translation system,
which we commonly label as a state-of-the-art MT
system. This way we form a single-language plat-
form for comparing themeanings between the orig-
inal text and the back translated text. With the
help of contextualized embeddings, extracted by
the model to be evaluated, we pair the words be-
tween the sentences and compare them. At this
point, we can estimate the semantic distance be-
tween s and s′ making use of the word pairs, re-
sulting in an indirect estimation of the direct trans-
lation quality. We train BiVert features on theWMT
Metrics Task 2021 dataset, and experiment on the
WMT Metrics Task 2022 dataset, comparing our
average results to existing methods (Freitag et al.,
2022). Our experiments show that BiVert obtains
strong correlation with the human scores for the
English–German language pair, with promising po-
tential on Chinese to English and English to Rus-
sian.

2. Related Work

Numerous methods measure the resemblance be-
tween generated text and human text such as
classic n-grams techniques and word embeddings
strategies, some of which rely on a predefined
reference. Previous research findings (Novikova
et al., 2017) cast doubt on the alignment be-
tween predicted outcomes and human judgments
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Figure 1: Example of a direct translation from English to Russian using the system we wish to evaluate,
and its back-translation using a state-of-the-art translation system suitable for BiVert.

for known methods. Recent advancements in the
field of quality estimation have introduced tech-
niques that offer a more accessible solution as
they do not require collecting human references
or obtaining parallel alignments. Moreover, Pre-
vious research (Dyvik, 1998) introduced a knowl-
edge discovery technique known as Semantic Mir-
roring, which relies on identifying semantic rela-
tionships between words in a source language and
their counterparts in a target language. They em-
phasize that by mirroring source words and target
words back and forth they are able to provide in-
sights into cross-lingual semantic relations.

Reference-based measures assess the output
of an MT system by comparing it to a limited set of
reference text samples. Traditional methods, such
as BLEU and ROUGE which search for matching
n-grams, primarily aim to capture prominent sim-
ilarities between the generated text and the true
reference. To compare generated data against
human text, Self-BLEU (Zhu et al., 2018) treats
one sentence as a hypothesis and those remain-
ing as references. It calculates the BLEU score
for each generated sentence in comparison to the
collection, as the average BLEU score is then de-
fined as the document’s Self-BLEU mark. More-
over, BERTScore (Zhang et al., 2020), an ad-
vanced evaluation technique, measures the sim-
ilarity of two sentences as the sum of their co-
sine similarities between their pre-trained BERT
contextual embeddings (Devlin et al., 2019). Al-
though contextual embeddings are trained to cap-
ture long-range relationships effectively, they can
still struggle with distinguishing between similar
senses or meanings. BERTScore is affected
by the antonymy problem (Saadany and Orasan,
2021), where antonyms usually have similar con-
textual values and are closer in vector space. As a
result, a translation of one word to its exact oppo-
site is not sufficiently captured as erroneous by the
metric. Another issue is that BERTScore struggles
to distinguish between the mistranslation of a criti-
cal word that could significantly alter the intended
meaning. Occasionally, a word may have multiple

interpretations depending on the context, whereas
BERTScore may fail to capture the error that af-
fects the actual sentence intention. However,
MoverScore (Zhao et al., 2019) takes into account
the Euclidean distances between the vector repre-
sentations and tries to find the minimum effort to
transform between both texts. This captures more
effectively the degree of resemblance between
the texts. An alternative approach, MAUVE (Pil-
lutla et al., 2021), compares characteristics of
the source and the target distributions using the
Kullback-Leibler (KL) method. It creates a diver-
gence curve that represents two types of errors:
false positives (unlikely text) and false negatives
(missing plausible text). By analyzing this curve
and calculating the area under it, MAUVE provides
a scalar value that quantifies the overall gap be-
tween both texts. We note that although evalua-
tion of individual sentence-level texts against ref-
erences is beneficial, corpus-based metrics pro-
vide a more comprehensive and meaningful as-
sessment of machine translation systems.

Quality estimation (QE) for machine transla-
tion, also known as reference-less evaluation,
presents an approach for assessing text, in partic-
ular relevant for authentic text, such as social me-
dia. Moreover, it can also drastically decrease the
cost of developing effective machine translation
systems. These methods value the quality of the
translation without any information about aligned
referenced text. For instance, CometKiwi (Rei
et al., 2022) implements this manner by combin-
ing qualities of two frameworks, Comet (Rei et al.,
2020) for the training process and OpenKiwi (Ke-
pler et al., 2019) for prediction. Their architec-
ture feeds a trained network with both the source
and target sentence resulting a score for the task,
thus not requiring a reference text for the eval-
uation. DeepQuest (Ive et al., 2018), a sophis-
ticated neural-based sentence-level architecture
for document-level quality estimation, achieves im-
pressive performance compared to previous meth-
ods. The results of quality estimation can be either
represented by standardmetrics like F-measure or
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by determining the correlation between the evalu-
ation score and the state-of-the-art gold standard.
In contrast, BiVert does not require a neural net-
work training, as it is based on a multilingual con-
nected sense-based network of words and only re-
quires tuning of seven parameters.

Semantic Graphs provide a structured illustra-
tion of relationships between associated objects.
These graphs represent a network of words and
senses, connected based on a relationship be-
tween both sides. Word-sense disambiguation
(WSD), a task of identifying the accurate sense
of a word within a context, can be approached
through graph-based algorithms. Many words
have multiple senses, and the challenge of de-
termining the correct sense of a word often re-
lies on the surrounding context. In WSD, given
a document represented as a sequence of words
W = {w1, w2, ..., wn}, the goal is to establish
connections with the correct sense(s) for wi ∈
W . Specifically, the objective is to find a map-
ping f from the searched words to their senses,
such that f(wi;W ) ∈ S(wi), where S(wi) is the
set of senses for the word wi ∈ W . By form-
ing semantic graphs assembled from words as
nodes connected by edges representing seman-
tic relationships, graph-based algorithms can re-
solve the obscure puzzle of connections between
words. WordNet (Miller, 1992) is a prime example
of semantic graphs, being a comprehensive lexi-
cal database that bridges semantic relationships
among different concepts. Various approaches
such as MetaGraph2Vec (Zhang et al., 2018) and
Edge2vec (Wang et al., 2020) benefit from sense
networks for learning embeddings.

3. BiVert: A Semantic Evaluation

BiVert, or Bidirectional Vocabulary Evaluation us-
ing Relations for machine Translation, is an eval-
uation method for multilingual translation that con-
centrates on identifying the actual senses of the
source sentence s and the target sentence t. This
is achieved through comparing the source sen-
tence s and its back-translated sentence s′, both
of whom share a common language l1, allowing
to calculate the semantic distance between them
using only monolingual resources. The first step
is to generate the back-translated sentence s′ us-
ing a state-of-the-art translation system. An alter-
native use case could be to rely on the evaluated
system itself for the back-translation. Any transla-
tion system of adequate quality can be employed
for this task. This is followed by matching word
pairs between both sentences using a pairing al-
gorithm on the words embeddings. The words em-
beddings might be split by sub-words and need

to be aggregated. We then identify the relation of
each pair and assign a score accordingly (see sec-
tion 3.3). We sum the scores achieved by the word
pairs for each category. Finally, the assessment of
the translation’s quality is accomplished by aggre-
gating the summed scores of all categories using
trained weights for each relation type, which are
tuned for each language pair, as detailed in sec-
tion 3.4.

3.1. BabelNet

One of BiVert’s objectives is to identify the correct
sense connection between a pair of words. To
this end, we make use of BabelNet (Navigli and
Ponzetto, 2012), a consistently updated multilin-
gual encyclopedic dictionary that connects named
entities in a very large network of semantic rela-
tions. BabelNet follows the WordNet model, con-
sisting of synsets, each representing a set of syn-
onyms which encode the same concept. Synsets
are linked to each other using semantic relation
edges of types such as hypernym, hyponym, and
antonym. BabelNet is unique in providing exten-
sive coverage of words and their meanings across
multiple languages. Moreover, BabelNet aggre-
gates data from a variety of resources: Wikipedia,
Wiktionary, Wikidata, VerbAtlas, WordNet, GeoN-
ames and OmegaWiki.

3.2. Word Alignment

Following the action of back-translating the tar-
get sentence t into s′, we proceed to align the
words between s and s′, thereby generating pairs
of matching words as demonstrated in Figure 2. To
ensure accurate alignment of word pairs, we cal-
culate the cosine similarity score between the em-
beddings corresponding to the aligned elements
in both sentences. We match element pairs using
the linear sum assignment problem (LSAP), imple-
mented using a modified Jonker-Volgenant algo-
rithm (Crouse, 2016). LSAP is equivalent to mini-
mum weight matching problem in bipartite graphs.
The objective is to pair each row with a distinct col-
umn in a manner that minimizes the sum of the
corresponding entries. In other words, we want to
select n tokens (rows) from s and find their corre-
sponding matches (columns) in s′ while maximiz-
ing the sum of cosine similarities. Since the sys-
tems we evaluate on and with employ subword to-
ken embeddings, we require a way for pooling mul-
tiple tokens that correspond to a single word when
such a segmentation occurs. In one approach, the
overall sentence-level alignment is performed over
the token sequence, obviating the need for word-
level aggregation. Other methods encourage sub-
word pooling as a preliminary step for word-level
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Figure 2: An example of final words alignment using the linear sum assignment problem algorithm.

Figure 3: Example of words inconsequential and unimportant with illustrative embedding values, demon-
strating different subword pooling strategies for word alignment. The word alignment algorithm calculates
the cosine similarity between the embeddings representing the words chosen via option 1 or 2.

operations (Ács et al., 2021) For instance, themax-
imum element-wise approach aggregates the to-
kens embeddings into single word representations
by selecting the maximum value at each position
of the embedding. Another strategy settles on the
first token for the word representation. We chose
to operate over the token level, selecting word
alignments based on tokens they contain as “rep-
resentatives” for the full word: as soon as a token
inside a word is aligned, the word in its entirety is
paired with the corresponding token’s word from
the other sequence. Follow the example in Fig-
ure 3.

3.3. Word Pair Relations
After pairing the words from the source and back-
translated text we define each pair’s relationship.
We identify the following categories of possible
word relations: Same, Extra, Missing, Stopwords,
Inflection, Derivation, and Sense. Each match re-
ceives a value according to its type as described
below.

1. Same: This category refers to word pairs in
which both words are identical. Since this
pair does not cause any variation between the

sentences, it is not taken into account within
the final score decision. Their presence does
not affect the evaluation hence the score as-
signed is zero.

2. Extra: The extra category suggests a word
has been added to the translation sentence
and has no match in the source counterpart.
This relation costs 1/ len(s), to account for its
relative a-priori weight in the sentence.

3. Missing: Missing word pair indicates a word
from the source sentence s lacks a parallel
match in the back-translated sentence s′. A
missing pair costs 1/ len(s) as well.

4. Stop words: Non-identical paired words
which are both contained in a list of language-
specific stopwords are treated as one half of
a replacement operation and cost 1/len(s),
since they are often interchangeable (e.g., ‘at’
↔ ‘on’).

5. Inflection: Inflection refers to a process of
word formation to signal differences in gram-
matical attributes like tense, person, number,
and gender. Two words are categorized as
an inflection if their lemmas are identical. We
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weigh this relation by calculating the cosine
similarity between both words’ embeddings.

6. Derivation: Derivation is the process of vary-
ing a word’s part of speech while retaining its
core semantic content. For instance, “happy”
and “happiness” have a derivation relation-
ship. We assess these pairs by computing
their cosine similarity.

7. Sense: Sense-related words are different
words which have been chosen by the align-
ment algorithm due to their close embedding
distance. These words may be synonyms, hy-
pernyms, or antonyms. We aim to grade the
actual distance of their intentional sense in the
given context, using the multilingual encyclo-
pedia BabelNet. For this issue we assemble
a semantic graph described in section 3.3.1.

3.3.1. Sense Relation Type

The BiVert evaluationmethod is focused on finding
the differences between words’ true senses in or-
der to correctly estimate the direct translation. For
each word pair found to exemplify the sense re-
lation, we form a semantic subgraph using Babel-
Net. To construct the graph we pass both words,
x ∈ s and y ∈ s′, through a lemmatizer, if avail-
able in language l1, and extract their senses. The
graph now has two roots, x and y, and nodes con-
nected to each root representing their senses. We
locate the shortest path from root x and root y us-
ing Dijkstra’s algorithm (Dijkstra, 1959). As long
as a path between the two roots has not been
found, we continue expanding the graph by ex-
tracting each sense’s hypernyms and iteratively
searching for a connected path, as illustrated in
Figure 4. After marking the route, we score it as de-
scribed in the remainder of the section. If a path is
not found according to a pre-specified max search
depth threshold, we revert to scoring the relation
as the cosine similarity between the roots. We
note that BabelNet’s resources restrict us to scor-
ing relations between nouns and between verbs.
The sense score for a matching pair is cal-

culated using the semantic graph G, constructed
from nodes V representing the root words and
their senses, and edges E consistent of the re-
lations between the nodes. Each edge receives
a score by the type of lexical connection it rep-
resents according to research done by Michael
Sussna (Sussna, 1993). Each edge weight con-
sists of type weights defined by the relation of the
words (1). The type weight (2) is defined by min-
imum and maximum values chosen for word rela-
tions of types hypernymy, hyponymy, holonymy,
and meronymy. In practice, all of these relations
have weights ranging from 1 to 2. In contrast,

the weight used for all antonymy arches is con-
stantly valued at 2.5. The edge weight is then av-
eraged by the two inverse weights and divided by
the depth of the edge within the graph. Together,
the weight between node a and b is defined as:

w(a, b) =
w (a →r b) + w (b →r−1 a)

2d
, (1)

w (x →r y) = max
r

−maxr −minr
nr(X)

, (2)

where →r is a relation of type r and r−1 is its
inverse; d is the depth of the deeper of the two
nodes; maxr and minr are the maximum and mini-
mum weights possible for a relation of type r; and
nr(X) is the number of relations of type r leaving
node X.
The final graph score S(a, b) from root a to b is

given by the normalized sum of the edge weights
along the path between them:

S(a, b) = 2× (0.5− 1∑
e∈P (a;b) w(e)

). (3)

3.4. Final Score
Training and testing evaluation strategies occa-
sionally requires human interference with the de-
sired output. Our procedure does not require any
human resources as our method is completely au-
tomatic, comparing the source sentence with the
generated backtranslated sentence. The score
of each relation pair is summed by relation cate-
gories. The final score of BiVert is a trained com-
bination of all relation types into a final score. We
use gradient descent to train our method in order
to achieve optimal predictions for each language
pair.

4. Experiments

In this section we describe the experiments con-
ducted for finding the optimal BiVert configurations.
For each language we learn the optimized values
for BiVert features as resulted in Table 1. For our
self-supervised method, we start by applying a ma-
chine translation system on the source sentences
to generate the back-translation. We use a state-
of-the-art translation model, MarianNMT (Junczys-
Dowmunt et al., 2018), for this task. This model
is based on the Marian open-source tool for train-
ing and serving neural machine translation. It was
trained on multiple sources from parallel data col-
lected at OPUS (Tiedemann and Nygaard, 2004).
The model used the SentencePiece Tokenizer, an
unsupervised text tokenizer, along with pre-trained
embeddings from Word2Vec vectors (Kudo and
Richardson, 2018). Next, we make sure to apply
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Figure 4: Fragment of a semantic graph between the two words challenge and problem. The hatched
grey edges connect roots to their senses, and the red edges represent hypernym relations between the
nodes contents.

Extra Missing Stopword Inflection Derivation Sense

English-German 0.121 0.134 0.188 0.101 0.092 0.360
English-Russian 0.112 0.164 0.196 0.087 0.063 0.375
Chinese-English 0.172 0.203 0.126 0.000 0.000 0.497

Table 1: Feature importance scores learned by a Gradient Boosting Regression model for BiVert lan-
guage pairs.

Language pair eng-deu eng-deu eng-rus zho-eng zho-eng
Human Translation Included yes no no yes no

BERTScore 0.338 0.428 0.811 0.843 0.924
Cross-QE 0.643 0.661 0.806 0.817 0.870
COMETKiwi 0.592 0.674 0.763 0.795 0.866
MS-COMET-QE-22 0.417 0.539 0.672 0.799 0.897
UniTE-src 0.509 0.509 0.779 0.791 0.874
MATESE-QE 0.363 0.337 0.637 0.741 0.767
COMET-QE 0.480 0.502 0.468 0.544 0.569
KG-BERTScore 0.369 0.400 0.612 0.617 0.743
HWTSC-TLM 0.311 0.428 0.597 0.368 0.460
HWTSC-Teacher-Sim 0.290 0.385 0.675 0.294 0.356
BiVert 0.694 0.703 0.657 0.376 0.239

Table 2: System-level Pearson correlation between human scores and BiVert scores, compared to
other evaluation metrics. “Human Translation Included” refers to refB system which may be included or
excluded from the correlation calculation. See system-level scores in Table 4. Highest reference-free
scores are bolded.

a pre-processing language-specified routine on all
data for optimal results. For Chinese, we keep
only Chinese characters in the text. For English,
we lowercase the sentence and expand contrac-
tions, for example don’t → do not. After cleaning
the text we combine embeddings using the pair-

wise token technique. The next step is aligning
the words between the source sentence s and its
back-translated counterpart s’. For this process
we calculate the score between each word pair
(w1, w2) as similarity = cos_sim(w1, w2), using
their embedding representations summed before.
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Figure 5: A comparison of average human scores and average BiVert scores for each language pair on
all translation systems.

Since the algorithm searches for the minimum to-
tal cost we update each value to be similarity =
1−similarity. For each aligned pair, we define the
match relation and sum its value according to the
category cost definition. Specifically for the Sense
relation we apply Lemmatization1 (currently only
in English) prior looking up the words on BabelNet
for accurate results. We restricted the sense con-
nection edges to hypernym type only, and limited
the graph depth to seven levels. We operate on
the most recent version 5.2 of BabelNet as our
multilingual encyclopedia resource for extracting
words’ senses. Finally, we learn the most optimal
feature values to aggregate the summed up costs
for each relation category, according to the original
human reference scores in training data per sen-
tence. We learn the feature values by training a
Gradient Boosting Regression model for each lan-
guage pair. Our training datasets are WMT Met-
rics Task MQM 2021 datasets in the following lan-
guage pairs: English → German, English → Rus-
sian, and Chinese→ English. After fine-tuning our
final model, we test our new evaluation method
on the WMT Metrics Task MQM 2022 datasets for
the same languages. We compare our results to
other evaluation techniques by calculating Pear-
son’s correlation coefficient on the averaged hu-
man scores and averaged BiVert scores by trans-
lation system detailed in Appendix A.

1Simplemma: a simple multilingual lemmatizer for
Python at https://github.com/adbar/simplemma

4.1. Training
We trained our model using Gradient Boosting Re-
gression (Friedman, 2002), with different hyperpa-
rameters for each language pair. For both En-
glish → German and English → Russian we set
the learning rate to 0.1; For English→German we
used 100 estimators and max depth 6; For En-
glish→Russian we used 550 estimators and max
depth 7. Both data set labels, the human scores
per sentence, are normalized for optimal train-
ing. Specifically in Russian training data, we nor-
malized negative human scores to zero, as ex-
plained in (Fonseca et al., 2019) section 2.2. For
Chinese→English, we use 1000 estimators, max
depth of 6, and set the learning rate to 0.05. The
English stopwords list is provided by NLTK,2 and
the Chinese stopwords list is from the Stopwords-
iso library.3 Table 3 displays the number of sen-
tences used for training and predicting.

4.2. Results
We evaluate how BiVert’s quality judgments fare in
comparison to human scores on the full WMT Met-
rics Task 2022 Dataset. The feature importance
scores by language pair are presented in Table 1

2Natural Language Toolkit https://www.nltk.
org/index.html

3A collection of stopwords for multiple lan-
guages. https://github.com/stopwords-iso/
stopwords-iso

https://www.nltk.org/index.html
https://www.nltk.org/index.html
https://github.com/stopwords-iso/stopwords-iso
https://github.com/stopwords-iso/stopwords-iso
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Train Predict

English-German 19,501 19,725
English-Russian 12,000 19,725
Chinese-English 16,124 28,124

Table 3: Number of sentences used for training
and prediction for each language pair. Prediction
is for the whole WMT Metrics Dataset 2022 pro-
vided.

by language pair. We evaluated our results by
calculating Pearson’s correlation between source-
language BiVert average scores per system and
the human gold-standard aligned scores. We no-
tice that for Chinese the Inflection and Derivation
weights are zero, as these processes do not oc-
cur at the word level in Chinese. We see that the
Sense category is identified with the highest im-
portance value in all language pairs. Thus indi-
cating the success of BabelNet’s sense network
in assisting with the evaluation quality of the direct
translation. In Table 2, we compare our method
scores with the correlation scores of other meth-
ods mirrored from the WMT22 Metrics Task find-
ings. Morever, Figure 5 represents a graphical
display of the correlations calculated for BiVert in
Table 2. BiVert achieves the highest score for the
English–German language pair among reference-
less methods, as well as higher than BERTScore’s.
For English–Russian BiVert achieves a middle-
ranked score, and in Chinese–English the rank is
lower. This is perhaps due to the existing cate-
gories in use. It’s possible that revising these cate-
gories to align better with the unique linguistic prop-
erties of the Chinese language could improve the
results. Furthermore, the quality and coverage of
BabelNet data for Russian and Chinese might play
a significant role in the challenges we’re observ-
ing.

5. Conclusion and Future Work

In this paper we present BiVert, a new multilingual
reference-less method for evaluating machine
translation. This technique introduces an aspect of
evaluation using graph senses extracted from se-
mantic graphs, offering an untapped use case for
these resources that is simple to implement and
has immediate potential to achieve high results
compared with human evaluation. Its reference-
free application mode allows high-quality evalua-
tion of translation without need for parallel corpora,
which can greatly lower the barrier for develop-
ment of MT systems for low-resource languages
and language pairs.
In the future, we aim to assess BiVert’s poten-

tial to be implemented in other generative NLP

tasks. An additional avenue involves the poteni-
tal role switch between the evaluated system and
the state-of-the-art system, where the evaluated
system would back-translate the target sentence,
thereby enchancing the consistensy of evaluations
accross different systems. Moreover, we plan to
expand our language categories to cover linguis-
tically diverse languages, and also expand our
graph knowledge of senses using resources other
than BabelNet, such as Wikionary. Finally, our
word alignment algorithm does not currently deal
with phrases or idioms, a fascinating avenue for
future development.
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System Human BiVert

English → German

bleu_bestmbr 9.615 0.614
bleurt_bestmbr 9.555 0.609
comet_bestmbr 9.567 0.627
JDExploreAcademy 9.581 0.620
Lan-Bridge 9.435 0.608
M2M100_1.2B-B4 8.872 0.598
Online-A 9.514 0.608
Online-B 9.585 0.626
Online-G 9.510 0.605
Online-W 9.684 0.624
Online-Y 9.480 0.615
OpenNMT 9.329 0.603
PROMT 9.297 0.596
QUARTZ_TuneReranking 9.462 0.622
refB 9.634 0.614

English → Russian

bleu_bestmbr 9.715 0.296
comet_bestmbr 9.677 0.286
eTranslation 9.417 0.295
HuaweiTSC 9.476 0.292
JDExploreAcademy 9.679 0.279
Lan-Bridge 9.639 0.236
M2M100_1.2B-B4 9.298 0.272
Online-A 9.561 0.292
Online-B 9.701 0.310
Online-G 9.687 0.333
Online-W 9.789 0.320
Online-Y 9.608 0.263
PROMT 9.548 0.296
QUARTZ_TuneReranking 9.375 0.310
SRPOL 9.434 0.305

Chinese → English

AISP-SJTU 9.682 0.443
bleu_bestmbr 9.701 0.435
bleurt_bestmbr 9.749 0.452
comet_bestmbr 9.714 0.459
HuaweiTSC 9.692 0.443
JDExploreAcademy 9.718 0.446
Lan-Bridge 9.753 0.460
LanguageX 9.727 0.434
M2M100_1.2B-B4 9.318 0.441
Online-A 9.627 0.434
Online-B 9.729 0.444
Online-G 9.707 0.433
Online-W 9.605 0.444
Online-Y 9.672 0.438
refB 9.801 0.497

Table 4: Individual system scores from WMT on human evaluation and through BiVert.
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