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Abstract
This paper reports the first release of the UMR (Uniform Meaning Representation) data set. UMR is a graph-based
meaning representation formalism consisting of a sentence-level graph and a document-level graph. The sentence-
level graph represents predicate-argument structures, named entities, word senses, and aspectuality of events, as
well as person and number information for entities. The document-level graph represents coreferential, temporal,
and modal relations that go beyond sentence boundaries. UMR is designed to capture the commonalities and
differences across languages; this is done through the use of a common set of abstract concepts, relations, and
attributes as well as concrete concepts derived from words from individual languages. This UMR release includes
annotations for six languages (Arapaho, Chinese, English, Kukama, Navajo, Sanapaná) that vary greatly in terms
of their linguistic properties and resource availability. We also describe on-going efforts to enlarge this data set
and extend it to other genres and modalities. We also briefly describe the available infrastructure (UMR annotation
guidelines and tools) that others can use to create similar data sets.

Keywords: Uniform Meaning Representation, Graph-based semantic representation, Semantically annotated
resources

1. Introduction

This paper reports the first release of the UMR
(Uniform Meaning Representation) (Van Gysel
et al., 2021) data set consisting of six languages -
Chinese, English, Arapaho, Kukama, Navajo, and
Sanapaná, with the last four being low resource
languages that have quite distinct linguistic prop-
erties. UMR is a recent graph-based meaning rep-
resentation formalism for entire documents that is
designed to account for cross-linguistic similarities
and differences so that it can be easily applied to
languages with diverse typological profiles. Based
on Abstract Meaning Representation (AMR) (Ba-
narescu et al., 2013), UMR has a sentence-level
representation that not only captures predicate-
argument structures, word senses, and named en-
tities as AMR does, but also encodes aspectual-
ity of events and person and number attributes for
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entities. UMR also has a document-level repre-
sentation that captures semantic relations that go
beyond sentence boundaries. These include en-
tity and event coreference, temporal relations be-
tween events and between events and time expres-
sions, and modal dependencies between events
and their sources called conceivers. Section 2
gives a more detailed description of the Uniform
Meaning Representations that are annotated in
this release.

In the age of Large Language Models (LLMs)
where state-of-the-art systems in NLP are based
on black-box neural networks, we believe it is im-
portant to continue to develop linguistic resources
that can be used to build interpretable and control-
lable systems for settings where transparency is
critical. We believe that the released UMR data
set is a step in that direction. We expect that the re-
leased UMR data set will be useful for the develop-
ment of a wide range of applications, including but
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not limited to Information Extraction, Knowledge-
based Question Answering, Human Robot Interac-
tion, and others.

The rest of the paper is organized as follows.
Section 2 provides an overview of the UMR for-
malism. Section 3 describes other semantic an-
notation resources that are similar to UMR. Sec-
tion 4 describes each of the six languages included
in this release. Section 5 describes the ongoing
efforts to enlarge the UMR data set in prepara-
tion for future releases. Section 6 describes tools
and resources for fellow researchers who are in-
terested in annotating their own UMR data sets.
These include the UMR annotation guidelines as
well as UMR-Writer, a tool that can be used by re-
searchers to annotate UMR data sets. Finally, we
draw our conclusion in Section 7.

2. Overview of UMR

UMR consists of a sentence-level representation
that focuses on predicate-argument structures and
a document-level representation that captures se-
mantic relations that go beyond sentence bound-
aries. At the sentence level, in addition to named
entities and word senses that are already in AMR,
it adds specifications for how to represent aspect,
quantification, and scope of events. It also refines
how pronouns and multiword expressions (MWEs)
(Bonn et al., 2023a) are represented in order to
make the representation more cross-linguistically
applicable. A sentence-level UMR representation
for the sentence “He denied any wrong-doing” is
illustrated in 1, where the pronoun “he” is repre-
sented in UMR as a person concept that has a ref-
person attribute with value 3rd and a ref-number
attribute with value Singular.

UMR is incomplete with only the sentence-level
representation, as some semantic relations can-
not be captured without going beyond sentence
boundaries. For instance, even if we break down
the meaning of the pronoun “he” into a person con-
cept with person and number attributes, we won’t
know to whom it refers until we can identify its
antecedent, which can be found in previous sen-
tences in the document. This is illustrated in Fig-
ure 2, which is a document-level UMR for a short
document of three sentences. The UMR concept
person for the pronoun “he” in the last sentence
refers to another person concept in the first sen-
tence with the name “Edmund Pope”.

There are other semantic relations that go be-
yond the boundaries of sentences. For instance,
we know that the convict-01 and sentence-01
events from the second sentence happened be-
fore the taste-01 event in the first sentence. UMR
captures these temporal relations by identifying
temporal dependencies between an event or time

deny-01

person
thing

Performance

3rd Singular
do-02

wrong

Arg0 Arg1 aspect

ref-person ref-number
Arg1-of

Arg1-of

Figure 1: An example sentence-level UMR for the
sentence “He denied any wrong-doing.” Ovals indi-
cate UMR concepts while rectangles indicate UMR
attributes.

expression and its reference event or temporal ex-
pression. Furthermore, if we want to assess the
factuality of events, we need to represent the level
of certainty that their sources (conceivers in UMR
terminology) assert over these events. These are
represented as modal dependencies between an
event and its source, with a modal strength repre-
sented as the relations between them at the UMR
document level. For example, in Figure 2, the
source of the deny-01 event is the author AUTH,
who is affirmative (:AFF) that the deny-01 event oc-
curred, while the source of the do-02 event is the
person, who denies (:NEG) that the do-02 event
happened.

UMR provides considerable detail about how to
represent low-resource languages such as Ara-
paho and Navajo, which are typologically quite dis-
tinct from languages like English. The guidelines
address noun incorporation for example (see Ex-
ample 1), as well as how to handle verbal expres-
sions that are realized as auxiliary verbs in many
languages but as affixes in polysynthetic and ag-
glutinating languages. In (1), note that ‘horse’ is
an incorporated noun encoded in the verb stem.
The graph predicate includes it, but an additional
animal node is added to the graph, which will be
included in the coreference relations with other in-
stances of the horses in other sentences. The
value animal comes from UMR’s named entity type
inventory.

(1) ne’toukutooxebei3i’
ne’-
then-

toukutooxebei
tie.up.horse

-3i’
-3PL

“Then they tied up their horses.”

. (s53t / toukutooxebei-00
. :actor (s53p / person
. :refer-person 3rd
. :refer-number plural)
. :theme (s53a / animal
. :refer-number plural
. :poss s53p)
. :aspect performance
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Figure 2: Document-level UMR

. :modal-strength full-affirmative)

3. Related work

UMR is the latest in the family of meaning repre-
sentation formalisms that started with PropBank
(Palmer et al., 2005; Pradhan et al., 2022), grew
into AMR (Banarescu et al., 2013), and then
expanded into a series of special domain- and
language-specific AMR adaptations before being
unified into the current schema. Whereas Prop-
Bank annotations are tied to syntactic structures
in a parse tree, AMR abstracts away from syntax
by using PropBank rolesets themselves to create
a graph structure with labeled nodes and edges.
AMR has been quite popular because of the broad
semantic coverage afforded by the PropBank role-
sets, its ease of use, and its parsability – qualities
that also make it a good candidate for expansion
and adaptation.

Although it was designed specifically for En-
glish, AMR has also been extended to numerous
languages. Cross-lingual adaptations have been
effective individually, but they diverge more and
more from the original schema and from each
other, the more the target language differs from En-
glish typologically (Wein and Bonn, 2023). These
divergences were a major motivation for creating
UMR.

One of the most significant extensions to AMR,
multisentence AMR (MS-AMR), introduces a layer
of annotation of cross-sentence relationships to

a document with sentences that have already
been annotated with AMR (O’Gorman et al., 2018).
These include both identity coreference relations
as well as set/member and part/whole bridging re-
lations between entities.

Another extension of AMR, Dial-AMR, allows
the annotation of speech acts in dialogue, with
a focus on instruction-giving interactions (Bonial
et al., 2020). Other extensions include the anno-
tation of multimodal corpora. Spatial AMR (Bonn
et al., 2020) adds elements that allow fine-grained,
grounded frame of reference tracking, as well as
entity grounding, using contextual environmental
metadata. Gesture AMR (Brutti et al., 2022) ex-
ploits the syntax of AMR to encode both the con-
tent and morphology of mainly content-bearing co-
speech gesture in multimodal task-oriented dia-
logues.

Over the years, a number of meaning repre-
sentation data sets have been developed in other
frameworks. For instance, the Groningen Mean-
ing Bank (GMB) (Basile et al., 2012) is a large
data set annotated with Discourse Representation
Structures (DRS) (Kamp and Reyle, 1993) that
makes use of word senses from WordNet (Miller,
1995), semantic roles from VerbNet (Schuler,
2005), and rhetorical relations from SDRT (Asher
and Lascarides, 2003). The Parallel Meaning
Bank (Abzianidze et al., 2017), built upon the
Groningen Meaning Bank, includes annotation of
meaning representation for four languages (En-
glish, German, Dutch and Italian), but the lan-
guages covered are less diverse than those in-
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cluded in this first UMR release and do not include
any low-resource languages such as Arapaho that
have very distinct linguistic properties.

The tectogrammatical layer of the Prague De-
pendency TreeBank (PDT) (Hajič et al., 2020)
covers many of the same semantic distinctions
covered by AMR such as argument structure,
word senses, coreference, and intra- and inter-
sentential discourse relations. Additionally it anno-
tates tense, modalities, and a host of other “seman-
tic” attributes, bridging and textual coreference as
well as topic/focus which are not part of UMR an-
notation. While the PDT uses a multilayered an-
notation framework where the tectogrammatical
layer is explicitly linked to the other layers of lin-
guistic analysis, UMR is an intergrated representa-
tion that annotates an entire document as a graph
with concepts as nodes and relations as edges be-
tween nodes. While the tectogrammatical layer
has been used to annotate other languages as in
the Prague Czech-English Treebank, like DRS, it
has not been extended to a typologically diverse
set of languages.

The English Resource Grammar (ERG)
(Flickinger, 2000; Flickinger et al., 2016) is a
broad coverage, linguistically motivated grammar
for English that associates input sentences with
semantic representations in the formalism of
Minimal Recursion Semantics (MRS) (Copestake
et al., 2005). MRS is a sentence-level meaning
representation that also focuses on representing
predicate-argument structure, sense distinc-
tions where they are grammaticalized, logical
semantic phenomena such as quantification and
operator-like scopal predicates, and tense, aspect,
modality, etc. as determined by morphosyntax.
Unlike UMR, ERG only includes sentence-level
semantic representations. As MRS emphasizes
compositionality, and the semantic representation
is typically derived in conjunction with syntac-
tic structures, it cannot be easily extended to
other languages, particularly languages that are
typologically very different.

Universal Conceptual Cognitive Annotation
(UCCA) (Abend and Rappoport, 2013) has a foun-
dational layer that focuses on predicate argument
structure. The UCCA foundational layer views
text as a collection of scenes, and each scene
contains a main relation (a state or process) that
is the anchor of the scene, as well as participants
of the relation. As it currently stands, UCCA
does not annotate word senses, named entities,
or relations as other meaning representations
do, nor does it annotate tense, aspect, modality,
or quantification scope. UCCA has also been
applied to a number of languages such as English,
German, French, Russian, and Hebrew (Abend
et al., 2020), but has not been extended to a

typologically diverse set of languages.

4. The UMR data set

The first UMR data sets for six languages were
released in July 2023 and are available through
the UMR website1 and the LINDAT/CLARIAH-CZ
Repository2 The release includes data from four
indigenous languages of the Americas represent-
ing no- and low-resource availabilities (Van Gysel
et al., 2021). Note that in three cases, the origi-
nal language data on which the UMR annotations
have been done was gathered by the current UMR
researchers themselves, working with the commu-
nities. The same is true for a planned data set
of Quechua annotations. In the Navajo case, the
UMR researcher worked with the original Navajo
compiler of that data. The following subsections
describe each data set and some of the challenges
as UMR is expanded to typologically diverse lan-
guages.

Language Sent-level Doc-level

English 209 202
Chinese 358 358
Arapaho 406 109
Navajo 522 168

Sanapaná 602 602
Kukama 105 86

Total 2202 1525

Table 1: Data sets for all languages

4.1. English
Current English efforts largely focus on the con-
version of the LDC English AMR 3.0 release data
(Knight et al., 2021) (cf. Section 5.1), but a small
corpus of English UMRs was included in the re-
lease for users to see what the finished data for
English looks like. The English data set consists
of five documents totalling 209 sentences, a combi-
nation of Lorelei news text (including one dialogue)
and a transcription of a speaker describing a silent
film. Document-level graphs are included for all
but seven sentences.

While the larger UMR schemata for dialogues
and multimodal corpora are still in development
(cf. Section 5.3), the English data required strate-
gies for handling several instances under these
umbrellas. First, in keeping with Sanapaná’s con-
vention in Section 4.5, unattributed speech acts in

1https://umr4nlp.github.io/web/
2https://lindat.mff.cuni.cz/

repository/xmlui/handle/11234/1-5198

https://umr4nlp.github.io/web/
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-5198
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-5198
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dialogues are captured with an implicit say-01 role-
set. Second, if a speech transcription includes ref-
erence to a gesture that fills a syntactic and seman-
tic argument in the sentence, the gesture is cap-
tured within a new gesture-91 roleset. This allows
it to be included in the graph but to be distinguished
from spoken elements. For example, in “and he
goes .. you know [brushing gesture] and then you
see three other boys about his age”, the brushing
gesture is the :ARG1 of ‘go’. Similarly, onomatopo-
etic elements are captured in a new emit-sound-
91 roleset that allows them to be connected back
to an imitated noise-maker. In “one of them has
a .. what do you call those little um paddleball?”,
“chong chong chong chong”, the graph for the sec-
ond sentence is headed with emit-sound-91, which
includes a slot for coreference to the paddleball in
the first sentence.

4.2. Chinese
The Chinese data in the first release contain
358 wikinews sentences with both sentence- and
document-level annotation. UMR annotation of
Chinese has a number of challenges due to the
linguistic properties of the language. The first one
has to do with the fact that, in written form, Chi-
nese does not have natural word boundaries like
white space as English does; this makes the job
of identifying UMR concepts challenging, as UMR
concepts in many languages typically correspond
to words. In addition, Chinese is morphology poor,
meaning that there are not many explicit morpho-
syntactic clues for aspectual attributes and tem-
poral relations. Chinese also tends to have im-
plicit pronominal references and discourse rela-
tions. These all contribute to the need to identify
abstract concepts, which are always harder to iden-
tify than concrete concepts.

One of the primary challenges in Chinese UMR
is how to annotate the predicate-argument struc-
ture of verb compounds, with compounding being
a highly productive feature of Chinese. The key is-
sue is whether to annotate the argument structure
of the compound as a whole or to annotate the
argument structure of the component verbs and
the relations between them. Treating each com-
pound as a whole results in a large number of
unique predicates for which rolesets must be de-
fined, whereas annotation of the argument struc-
tures of the component verbs significantly reduces
the number of rolesets required, but it is not ap-
propriate when a verb compound is idiomatic and
should thus be treated as a single predicate. We
analyze Chinese verb compounds based on the
principle of compositionality, level of grammatical-
ization, and productivity of their component verbs
and classify them into subtypes that require differ-
ent annotation strategies. For compositional verb

compounds, the argument structure of the compo-
nent verbs as well as the semantic relations be-
tween them are annotated. More grammaticalized
verb components of compounds are annotated as
either attributes of the primary verb or as relations.
Some non-compositional verb compounds are an-
notated as a whole and have new rolesets defined
for them (Sun et al., 2023).

4.3. Arapaho
The first release of Arapaho (Algonquian, US) data
includes five narrative documents from the Ara-
paho Text Database (Cowell, 2010) with 408 to-
tal sentences. Three of these documents have
both sentence and document level graphs (109
sentences), while two have only sentence level
graphs. The data are annotated according to UMR
stage 0 guidelines, meaning that no formalized
rolesets have been created yet. However, some
work has been done to conventionalize Arapaho
predicates beyond what would normally occur at
stage 0. Arapaho is a highly polysynthetic and ag-
glutinating language that uses affixes to express
much information that is expressed as separate
lexical items in many languages, including tense,
aspect, modality, auxiliary-verb-like concepts, per-
son and number, and inclusion of event partici-
pants through noun incorporation. While UMR’s
general suggestion for stage 0 languages is to in-
clude the entire inflected/derived form of a verb
as the graph predicate, doing so with Arapaho
would eventually lead to thousands of complex
predicates, most of which would be very unlikely to
recur. The challenge of this dataset was determin-
ing which semantic information should be encoded
as part of a graph predicate and which should not.
As of this release, affixes are dropped from the
predicate node as long as they can be represented
adequately via some other graph structure (argu-
ments, attributes, etc.). This convention will be re-
fined, as developing a roleset lexicon for Arapaho
is underway. While there are roleset lexicons for
many languages beyond English, the Arapaho lex-
icon is likely the first for a polysynthetic or aggluti-
nating language, and will require additional guide-
lines for handling morphologically complex predi-
cates.

4.4. Navajo
Navajo (Athabaskan, USA) is a polysynthetic lan-
guage, but it can also be classified as fusional. In
total, 522 sentences were annotated at the sen-
tence level, with 168 of them also annotated at the
document level. These sentences originate from
historical narratives from the 1940s and 1950s
(Young and Morgan, 1952, 1954). Despite its mor-
phological richness, it was chosen to treat entire



2542

words as heads, rather than morphemes, due to
the many verbs where lexical information is dis-
continuous and fused with inflectional information.
One challenge posed by the semantic annotation
of Navajo is its frequent use of constructions for
proper name references, which make annotators
hesitate whether to use the shortcut role for name
or annotate the entire ‘be called’ event with its roles.
The annotation also led to the decision to include
’clans’ as a category under Named Entity Types.

Although this phenomenon is not specific to
Navajo, it was demonstrated that there is also
a need to account for purely vocative roles,
like sha’áłchíní meaning ’my children’. Further-
more, complex descriptions of locomotion, such as
áłchíní bił íbąąs ’The children arrived (in a wagon)’
(the children with them it arrived rolling), some-
times make it challenging to discern between actor,
undergoer, and theme. Finally, the existence of
postpositions marked for possessors, such as yas
biyi’, meaning ’inside the snow’ (snow its-inside),
raises the question of whether a more literal anno-
tation of part-whole or possessor-possessed rela-
tionships needs to be considered.

4.5. Sanapaná

The Sanapaná data set (Enlhet-Enenlhet,
Paraguay) consists of 602 sentences with an-
notation at the sentence and document level. The
rich agglutinating morphology of this language
includes discourse-level patterns used for the
expression of grammatical functions in ways that
were hard to annotate in current UMR. Among
these are constructions expressing “discourse
deixis”, including frequent anaphoric construc-
tions with an elided argument that is co-referential
with a whole section of prior discourse. Others
include the frequent absence of reporting verbs in
narrations, with speakers simply switching back
and forth between stretches of reported speech
from different actors in their story. This required
the annotation of many ‘say’-events and their
arguments in the UMR that were not explicitly
present in the Sanapaná text – a practice not
common previously in English AMR but which has
now been adopted for UMR as part of this release.

Further aspects of Sanapaná morphosyntax
that prompted reflection about and additions to the
UMR guidelines include its fairly rich set of associ-
ated motion morphology expressing that an event
takes place during or after motion towards or away
from the deictic center. An ongoing process of
grammaticalization of nominalized verbs into gram-
matical markers of, amongst others, participant
roles and interclausal relations, poses new ques-
tions about the event identification section of the
UMR guidelines.

4.6. Kukama

A total of 105 sentences in two documents were
annotated for Kukama (Tupian), and one of the
two documents (86 sentences) has sentence- and
document-level graphs. The data come from two
traditional stories collected in Kukama territory
(Vallejos, 2018). Kukama displays several fea-
tures that proved challenging to UMR annotation
schemas. Such features included the optionality
of a variety of major grammatical categories includ-
ing number and tense-aspect-mood (TAM) mark-
ing. These are generally conveyed by positionally
fixed clitics, and tense and aspect marking license
different word order patterns. However, TAM mark-
ing is not obligatory: once the temporal frame of a
story is established, they do not appear again, un-
less it is to manipulate the temporal frame. Simi-
larly, not all nominals which refer to plural entities
are grammatically marked as plural. Assessing
when plural number needed to be annotated was
challenging for the annotators – initially, two UMR
experts unfamiliar with the structure of Kukama.
Correctly interpreting the multiple types of subordi-
nate clauses that differ in terms of co-reference be-
tween arguments was also a challenge, including
disambiguating between predicated main verbs
and gerunds functioning as e.g. manner adver-
bials, as well as between main clauses and clausal
nominalizations. Although the annotated stories
had word-level glosses and sentence-level free
translations into English and Spanish, initial anno-
tations by UMR experts had to be reviewed with
the language expert in order to capture the seman-
tic details conveyed in the story.

Annotation of Kukama also caused fine-tuning
of the UMR guidelines in various areas. The
frequent use of causative derivations where En-
glish would use unrelated lexemes (e.g. era ‘be
okay’ vs. erata ‘fix’, ikua ‘know’ vs. ikuata ‘notify’)
prompted further reflection on the annotation con-
ventions for argument structure. This led to the
decision that causers of most causativized transi-
tives would be annotated with the :causer partici-
pant role, while causatives of mental or cognitive
events (e.g. ‘cause to see’, ‘cause to know’) would
be annotated with the same :actor, :theme, and
:recipient participant roles as other transfer events.
Similarly, UMR did not have conventions for anno-
tating vocatives which were quite frequent in the
Kukama data (see also Section 4.4). UMR has
now adopted a :vocative role.

4.7. Data distribution and preservation

Open access to language resources and their long-
term preservation is a must, especially for valu-
able resources such as manually annotated data.
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The UMR project uses the LINDAT/CLARIAH-CZ3

repository as the official preservation and distribu-
tion channel on top of the current UMR GitHub
repository. Data snapshots are packaged to con-
tain all the necessary files, licenses, authorship in-
formation, and links to documentation, in order to
allow a single point of reference for building tools
over the data or expanding them, and to enable
reproducibility and verification of any experiments
made on the data. A single data item in the reposi-
tory is a tarball which contains all the languages
in which the UMR annotation is available, bear-
ing a single combined license given that each lan-
guage might be, for various reasons, distributed
under a different one. At the moment, UMR 1.0
combines two licenses, one that allows commer-
cial use (for English, CC BY-SA 4.0) and a non-
commercial, no-derivatives-allowed license for the
other languages (CC BY-NC-ND 4.0). The data
itself are in an extended “penman” bracketed for-
mat, as known from the AMR annotation scheme
and the data. The metadata also contains informa-
tion about authorship, a short description, informa-
tion about the size of the dataset in various units,
and funding information. The item has received a
persistent ID for data citation4 and it is indexed by
Google Data Search, OpenAire, and other scien-
tific and research data-oriented indexes.

5. On-going effort to extend the UMR
data set

5.1. English conversion
Conversion of English AMR to UMR data is well un-
derway, with conversion of the AMR data shown in
Table 2 to UMR. They consist of the AMR 3.0 re-
lease (Knight et al., 2021), the Little Prince Cor-
pus5, and the Spatial AMR-annotated Minecraft
Dialogue Corpus6 (Bonn et al., 2020; Narayan-
Chen et al., 2019). Both AMR 3.0 and Minecraft
have a limited number of annotations in the multi-
sentence AMR format, which may be able to be
converted to UMR document-level graphs.

The conversion process is partially automated.
Some tasks, such as one-to-one changes in the
named entity hierarchy, can be completely auto-
mated. To manipulate the graphs, we use Penman,
an open-source Python library (Goodman, 2020).

Other changes in converting AMR to UMR re-
quire human judgment. For those, scripts extract
the relevant sentences and metadata for manual

3https://lindat.cz
4http://hdl.handle.net/11234/1-5198
5The Little Prince AMR corpus: https://amr.isi.

edu/download.html
6https://github.com/cu-clear/

Spatial-AMR

Source Sentences

AMR 3.0 59,255
Little Prince 1,562
Minecraft 26,221

Total 87,038

Table 2: English conversion data set

review by two to three annotators to decide if and
how the data is to be changed. Thus, developing
infrastructure to expedite conversion has been a
concerted focus. Improvements include a script-
ing framework for the dataset, allowing quick and
easy searches and the application of automatic
changes, along with the development of tools to
aid human annotators in manual review and edit-
ing work. To further reduce the need for hu-
man annotation, we are also exploring the use
of trained neuro-symbolic models for making judg-
ments which are not one-to-one changes. An ex-
ample of such a change is the splitting of the AMR
role destination to one of two possible UMR
roles, goal or recipient.

For a more complete description of the changes
required to convert AMR graphs to UMR, we re-
fer to previous work outlining this task (Bonn et al.,
2023b).

5.2. Bootstrapping Arapaho UMRs
A second important ongoing effort is the develop-
ment of tools for bootstrapping from existing re-
sources for low-resource languages, such as in-
terlinearized glossed text (IGT) and lexicons, to
build UMR graphs semi-automatically. Pathways
to build a supporting valency lexicon (i.e., frame
files) semi-automatically are being tested with Ara-
paho data. This process involves defining classes
of similar Arapaho verbs (like English VerbNet),
copying the frame for an English verb with the de-
sired argument structure, and then using the lex-
icon and IGT to find the various surface forms of
each Arapaho verb stem.

Our initial work (Buchholz et al., 2024) shows
that we can successfully identify basic predicate
argument structure and some participant informa-
tion for six different classes of verbs in Arapaho.

The Arapaho data are also being used as a
proof-of-concept to explore ways to build UMR
graphs automatically. This will allow specification
of which IGT glosses correspond to which nodes
in a UMR graph. A script will automatically ex-
tract and build UMR graphs based on the IGT sup-
plied. These generated graphs will then be im-
portable into UMR-Writer for easy additional refine-
ment. Further testing will include several thousand

https://lindat.cz
 http://hdl.handle.net/11234/1-5198
https://amr.isi.edu/download.html
https://amr.isi.edu/download.html
https://github.com/cu-clear/Spatial-AMR
https://github.com/cu-clear/Spatial-AMR
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words of existing data from Quechua texts, some
of which have been previously annotated with an
earlier version of UMR guidelines. The long-term
goal is to abstract away from the specifics of Ara-
paho or Quechua to develop a system that can
be broadly applied to any low-resource language
to convert existing interlinearized data in other for-
mats to UMR data. This will lower the barrier to
entry for many groups who may be interested in
UMR annotation of their data but lack the time or
resources to (re)do annotation manually.

5.3. Multimodal extension
We are currently extending the existing Gesture
AMR guidelines (Brutti et al., 2022) for multi-
modal annotation in UMR. Two very different lan-
guages and cultures, American English and Ara-
paho, are used to develop the extension, with Ara-
paho data coming from the Arapaho Conversa-
tional Database7 in video format (Cowell, 2010).
Currently 20 minutes of Arapaho single-speaker
data and 15 minutes of multi-speaker interaction
have received first-pass annotation in ELAN. Ad-
ditions in UMR multi-modal annotation will include
richer annotation of metaphorical and metonymic
gesture, attention to aspect (held or iterative ges-
ture), a need to allow for citation of gesture by
a narrator, parallel to quoted speech, and atten-
tion to metapragmatic gestures. Arapaho speak-
ers also use locally-based geography extensively
in spatial reference (’upstream this way’ vs ’up-
stream that way’ for example, rather than ’east’ or
’west’) which provides a gestural typology notably
different from standard American English.

6. The UMR infrastructure

The UMR data set included in this release is anno-
tated by following the UMR guidelines (Van Gysel
et al., 2021) and using UMR-Writer (Zhao et al.,
2021; Ge et al., 2023) as the annotation tool. Oth-
ers who are interested can get access to the pub-
licly available infrastructure. In this section we
briefly describe the UMR guidelines and UMR-
Writer for researchers who might also be inter-
ested in perform UMR annotation for additional lan-
guages.

6.1. The UMR guidelines
The UMR guidelines start with an overview sec-
tion that is intended to help the user get an over-
all grasp of UMR as a representation, using a
short document as a running example. It then
has a section that provides a detailed description
of a sentence-level representation that includes

7https://www.elararchive.org/dk0194/

UMR concepts, relations, and attributes. UMR
concepts include eventive concepts, named entity
types, word senses, quantification and negation
scope, as well as discourse relations. It is worth
noting that UMR concepts such as discourse rela-
tions are reified relations that may be represented
as UMR relations as well. UMR relations include
participant roles that are also known as semantic
roles elsewhere, and non-participant-role relations
that include typifying relations and referring expres-
sions. UMR attributes include aspect, mode, polar-
ity, person and number, and degree. While mode
and polarity are inherited from AMR, the others are
new in UMR. The final section of the UMR guide-
lines provides specifics on how to annotate seman-
tic relations that go beyond sentence boundaries,
and it includes subsections on how to annotate en-
tity and event coreference, temporal relations, and
modal dependencies.

The UMR guidelines go into considerable length
in describing concept-word mismatches that are
observed in languages across the world to help
users consistently handle such cases. These mis-
matches include cases where the predicate and
its argument are in one word, a linguistic phe-
nomenon that is commonly observed in polysyn-
thetic languages like Arapaho. In this case, a sin-
gle word will map to multiple UMR concepts that
form a sub-UMR graph. It is also common to find
the opposite case where multiple word tokens map
to a single UMR concept. For instance, the En-
glish expression “jump on the bandwagon” forms a
single UMR concept that is a concatenation of the
words called jump-on-band-wagon. This is com-
monly known as a mutliword expression (MWE),
and UMR has detailed guidelines on how to map
different types of MWEs into UMR concepts (Bonn
et al., 2023a).

For users who are already familiar with AMR, the
UMR guidelines also have sections that discuss
the differences between AMR and UMR annota-
tion (Bonn et al., 2023b; Wein and Bonn, 2023)
as well as appendices with useful mappings for
AMR→UMR corpus conversion. In some cases
the UMR guidelines expand the semantic inven-
tory inherited from AMR to account for new con-
cepts found in new languages and cultures. For
instance, the UMR named entity hierarchy has
been upgraded to address some neglected seman-
tic areas identified by AMR annotators. These in-
clude insights regarding named entity categories
not found in large industrialized societies but that
may be relevant to speakers of languages in other
cultural contexts, such as Navajo entities refer-
ring to clans, Arapaho age-grade societies, and
Kukama supernatural beings (Van Gysel et al.,
2021). These is a handy visual training resource
for AMR-trained users to assist in quickly boot-

https://www.elararchive.org/dk0194/
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strapping from AMR to UMR annotation.
As languages may not have equal levels of avail-

ability of resources, the UMR guidelines allow the
flexibility of either using PropBank-style predicate-
specific roles that have become familiar if a va-
lency lexicon that defines such predicate-specific
roles exists, or generic roles that do not require
such roles for languages that do not have such
resources. In spite of the flexibility that the UMR
guidelines afford, when using them, it is essen-
tial to realize that they do not capture all the nu-
ances of each individual language. When apply-
ing the UMR guidelines to a specific language, it
may still be necessary to further specify how cer-
tain peculiarities need to be represented. As has
been discussed in Section 4, in UMR annotation of
Arapaho, annotators need to decide how to handle
the proliferation of complex predicates when map-
ping them to UMR concepts. For UMR annotation
of Chinese, we need to specify how to annotate
the predicate-argument structure of Chinese verb
compounds. When annotating Sanapaná, there is
the issue of elided report verbs that need to be re-
covered and represented.

6.2. UMR-Writer
Having a suitable annotation interface is critical for
a complicated annotation framework like UMR that
has a fairly large inventory of abstract concepts,
relations, and attributes that span many dimen-
sions of meaning. This cannot be done without
an appropriate annotation tool to support the an-
notation. Fortunately, such a tool already exists
and is publicly available. UMR-Writer8 is a robust
annotation tool that can support UMR annotation
across languages. As UMR-Writer is a web-based
tool, adding a new language is relatively straight-
forward.

UMR-Writer includes an intuitive click-based in-
terface that is more suitable for novice users and a
keyboard-based tool for trained users who prefer a
faster annotation speed. The click-based user in-
terface (Zhao et al., 2021) allows annotators to ef-
fortlessly select and click concepts and roles from
text and menus. For more experienced users, the
keyboard based tool enables the input of editing
commands to construct UMR graphs, similar to the
AMR editor. With a single command, users can
add nodes, and the interface provides dynamic dis-
plays of roleset frame information with a clear and
intuitive user interface (Ge et al., 2023).

In addition, UMR-Writer offers various function-
alities to enhance flexibility and efficiency dur-
ing annotation: building a lexicon during annota-
tion; direct importation of files annotated with the
AMR editor; the ability to copy and paste spe-

8https://umr-tool.cs.brandeis.edu/

cific graph segments from one graph to another;
and a comprehensive search feature, allowing for
node, string, and triple searches. Users can fur-
ther refine searches using a username filter. UMR-
Writer also provides an annotation workflow de-
signed for effective project management. Addition-
ally, its administrative permission hierarchy sys-
tem ensures that different user groups can collab-
orate efficiently, balancing speed and quality in an-
notation tasks.

Current testing for UMR-Writer extends to mul-
tilingual data, encompassing languages such as
Czech and Arabic, as well as IGT formats for under-
resourced languages.

7. Conclusion

In this paper, we report the first release of the
UMR data set, which consists of sentence-level
and document-level UMR annotation of six lan-
guages, which span high-resource languages like
English and Chinese, as well as low-resource lan-
guages like Arapaho, Navajo, Kukama, and Sana-
paná. We also discuss our ongoing efforts to ex-
pand the data set and extend it to additional genres
and modalities. For fellow researchers who wish
to perform their own UMR annotation, we also de-
scribe resources that are available to support such
annotation efforts.
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