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Abstract
Content Warning: This paper presents examples of gender stereotypes that may be offensive or upsetting.

Gender stereotypes are pervasive beliefs about individuals based on their gender that play a significant role
in shaping societal attitudes, behaviours, and even opportunities. Recognizing the negative implications of gender
stereotypes, particularly in online communications, this study investigates eleven strategies to automatically counter-
act and challenge these views. We present AI-generated gender-based counter-stereotypes to (self-identified) male
and female study participants and ask them to assess their offensiveness, plausibility, and potential effectiveness.
The strategies of counter-facts and broadening universals (i.e., stating that anyone can have a trait regardless of
group membership) emerged as the most robust approaches, while humour, perspective-taking, counter-examples,
and empathy for the speaker were perceived as less effective. Also, the differences in ratings were more pronounced
for stereotypes about the different targets than between the genders of the raters. Alarmingly, many AI-generated
counter-stereotypes were perceived as offensive and/or implausible. Our analysis and the collected dataset offer
foundational insight into counter-stereotype generation, guiding future efforts to develop strategies that effectively
challenge gender stereotypes in online interactions.
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1. Introduction

Stereotypes involve attributing certain characteris-
tics to a person purely on the basis of their per-
ceived membership in a certain social category, of-
ten defined by demographic features such as race,
ethnicity, age, or religious affiliation. In particular,
perceived gender1 continues to be one of the most
salient features by which these conscious and sub-
conscious social categorizations are made, de-
spite growing recognition that gender is not nec-
essarily apparent from a person’s appearance, is
not a binary categorization, and in most cases is
not relevant to the situation (Ellemers, 2018). Chil-
dren as young as five years-old show a strong ten-
dency to sort people into male and female cate-
gories (Aina and Cameron, 2011), and as young
as six years-old make assumptions about a per-
son’s intelligence (Bian et al., 2017) based on this
categorization. Gender stereotypes can be harm-
ful to people of all genders, as they define particu-
lar expectations for how people can and should be-
have, regardless of individual strengths and weak-
nesses. Thus, from a young age, girls and women

1This study is limited to binary gender stereotypes;
however, we acknowledge the prevalence of harmful
stereotypes about non-binary individuals and believe
the complexity of the issue warrants a dedicated study.

are expected to be friendly, nurturing, deferential,
and concerned with presenting a feminine appear-
ance, while boys and men are expected to be
strong, competitive, and unemotional.

Studies show that gender stereotypes lead to bi-
ased perceptions of women’s intellectual and lead-
ership abilities, limiting their career opportunities;
for example, when the same CV is submitted with
a typically male versus female name, the male
candidates are judged as more competent (Moss-
Racusin et al., 2012). Similar examples of gender
discrimination against women in the professional
sphere are unfortunately quite common (Correll
et al., 2007; Buffington et al., 2016; Bobbitt-Zeher,
2011). Meanwhile, the pressure experienced by
men to conform to masculine stereotypes can lead
to impaired mental health and substance abuse
(Wong et al., 2017). Stereotypical beliefs about
masculine gender roles also lead to a lack of help-
seeking by male victims of intimate partner vio-
lence and sexual assault (Bates et al., 2019).

Stereotypes are reinforced by repeated expo-
sure. On the other hand, stereotypical associa-
tions can be weakened by exposure to counter-
stereotypes or information that disrupts or chal-
lenges the stereotype. Several counter-strategies
can be employed, such as providing factual infor-
mation to contradict the stereotype, asking ques-
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tions to motivate critical thinking, or encourag-
ing the speaker to “put themselves in the tar-
get group’s shoes”. While many of the social
psychology studies on counter-stereotypes involve
in-person interventions, we are interested in the
question of how to effectively generate counter-
stereotypes in online spaces, such as on social
media platforms, where such content is prevalent
(Felmlee et al., 2020; Kerkhof and Reich, 2023).
To that end, we present the results of an online
study to assess whether generative AI technology
(in our case, ChatGPT) can be used to generate
appropriate and plausible counter-stereotypes and
which counter-strategy is judged to be most ef-
fective at countering negative gender stereotypes.
Our results indicate that 1) ChatGPT can be used
to generate effective counter-stereotypes, 2) there
are differences in terms of participant ratings de-
pending both on whether the stereotype targets
men or women and whether the participants them-
selves identify as male or female, and 3) the most
promising strategies for future work are presenting
counter-facts, or stating that all people can have
the stereotypical trait regardless of their gender.
The annotated dataset is publicly available.2

Our main contributions are as follows:

• A dataset presenting the ratings of offensive-
ness, plausibility, and effectiveness from 75
study participants for 220 counter-stereotypes.
The counter-stereotypes are generated auto-
matically according to 11 counter-strategies
for 10 negative common stereotypes about
men and 10 negative common stereotypes
about women.

• An annotation study indicating the most (and
least) potentially effective counter-strategies
to challenge gender-based stereotyping on-
line.

• Fine-grained analysis showing that while
there are differences in the ratings depending
on whether the participants identify as male
or female, the more salient differences corre-
spond to whether the stereotype targets men
or women.

2. Related Work

This work draws on research from the social sci-
ences as well as NLP and computer science.
The processes by which stereotypes are formed,
spread, and potentially disrupted have been stud-
ied extensively in social psychology, and we will

2https://svkir.com/projects/
gender-counter-stereotypes.html

provide only a brief overview of some key find-
ings here. Researchers in NLP have recently be-
gun translating these findings into new methods for
countering hate speech, microaggressions, and
stereotypes in online discourse, and this work will
be discussed as well.

2.1. The Psychology of Stereotypes
Stereotypes arise from cognitive processes that
developed to help humans immediately categorize
unknown strangers and determine their potential
threat level (“friend” or “foe”) (Fiske et al., 2018).
However, these cognitive shortcuts have limited
utility in most modern social contexts and should
be refined or discarded when additional informa-
tion is available to make more accurate judge-
ments about an individual. Nonetheless, gen-
der stereotypes, whether consciously or subcon-
sciously held, persist across different cultures and
contexts.

Numerous studies evaluate different methods
for reducing the effect of stereotypes. Studies
of racial bias have reported the effectiveness of
strategies such as exposure to anti-stereotype ex-
emplars (examples of people who disconfirm the
stereotype in question) (Dasgupta and Greenwald,
2001), exercises that involve thinking from the tar-
get group’s perspective (Todd et al., 2011), and
setting explicit goals for cooperation and equality
(Blincoe and Harris, 2009; Wyer, 2010).

Palffy et al. (2023) conducted a field exper-
iment to examine the effectiveness of counter-
stereotypical framing and role models for adoles-
cents choosing future occupations. They found
that the intervention successfully increased the
number of women who applied for typically male
jobs in STEM fields. However, it did not increase
the number of men who applied to typically female
jobs in health and care-taking occupations.

Foster-Hanson et al. (2022) examined the ques-
tion of how to reduce gender stereotypes in chil-
dren, focusing on the essentialist nature of such
beliefs: the assumption that all members of a
group are fundamentally the same due to some un-
derlying essential nature. They observe that the
statement “Girls can be good at math too” is a
common response to the stereotypical statement
of “Boys are good at math.” However, it only chal-
lenges the content of the specific claim about math
skills while not addressing (and possibly even re-
inforcing) the essentialist belief that gender is a
meaningful way to categorize people. They sug-
gest instead the strategies of narrowing the scope
of the statement (“Well, John is good at math”) or
broadening the scope of the statement (“Well, lots
of kids are good at math”), and show that these
strategies are more effective at reducing prescrip-
tivist beliefs about gender in 4-year-old children.

https://svkir.com/projects/gender-counter-stereotypes.html
https://svkir.com/projects/gender-counter-stereotypes.html
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2.2. Countering Stereotypes with NLP
The NLP community began exploring the auto-
matic generation of counter-speech (statements
challenging hate speech) with the work of Qian
et al. (2019), Mathew et al. (2019), and Chung
et al. (2019) and followed by studies by Tekiroğlu
et al. (2020) and Zhu and Bhat (2021), among
others. While still an active field of research, a
new branch also recognizes the need to counter
less extreme forms of abuse, such as stereotyp-
ing and microaggressions. Critically, while toxic
content classified as “hate speech” can usually be
removed from an online platform according to the
terms of service, stereotyping and microaggres-
sions are more likely to remain visible on the plat-
form and thus need to be handled differently in or-
der to mitigate their potential harms. Additionally,
in many cases, the writers of such content have
no intent to offend anyone, and therefore, there is
also a component of education and empathy that
can be useful in such cases.

Ashida and Komachi (2022) automatically
generated counter-speech as well as ‘micro-
interventions’, a term which specifically refers to
a statement countering a microaggression. They
compared few-shot versus zero-shot approaches
using GPT-2, GPT-3, and GPT-neo, and found
that GPT-3 produced the least offensive and most
informative responses, although they caution that
fact-checking is necessary to avoid hallucinations
or misinformation.

Allaway et al. (2022) examined five strategies
for countering essentialist claims in generic state-
ments about groups. In line with (Foster-Hanson
et al., 2022) above, they found that broadening
statements, which remind the reader that these
characteristics are not unique to one particular
group, were rated quite highly. In contrast, annota-
tors did not generally like direct counter-evidence,
partly due to a high number of incorrect or subjec-
tive examples in the automatically generated text.

Fraser et al. (2023) surveyed the literature and
identified 11 strategies for countering stereotypes
that could potentially be implemented using gen-
erative language models. They used ChatGPT to
automatically generate counter-stereotypes for 18
stereotypes common in North America, spanning
the dimensions of negative–positive, descriptive–
prescriptive, and “more” accurate–“less” accurate.
In a small (n = 4, all female) annotation study,
they determined that the strategies of denounc-
ing stereotypes, warning of consequences, and us-
ing an empathetic tone were the most promising
strategies overall. Another important finding of that
study was that different strategies may be needed
for different types of stereotypes (e.g., prescrip-
tive versus descriptive or positive versus nega-
tive). We make use of Fraser et al.’s list of counter-

strategies, but focus specifically on negative, de-
scriptive, gender-based stereotypes, one of the
most prevalent types on social media. We conduct
a much larger and more representative annotation
study (n = 75, 50% male–female split), which al-
lows us to also examine whether the perception
of counter-stereotype strategies varies across the
two genders.

3. Study Design

We describe next the study design: stereotype
selection, counter-stereotype generation using au-
tomatic means (ChatGPT), and a questionnaire
to gather participants’ perceptions of counter-
stereotype effectiveness.3

3.1. Gender Stereotypes
In this study, we focus on negative, descriptive, bi-
nary gender stereotypes (i.e., stereotypes portray-
ing either men or women in a negative way), com-
mon in North America. We compiled a list of ten
well-known stereotypes for each gender. To com-
pile the list of stereotypes, we selected the gen-
der stereotypes that are well-known and grounded
in existing literature, focusing on categories such
as sociability/interpersonal connection and com-
petence/professional achievement. We ensured
that the stereotypes were unambiguously nega-
tive. Also, we aimed to make the sentences lin-
guistically diverse. Then, the authors of the pa-
per ranked those stereotypical views according to
their prevalence in North American society. Af-
ter aggregating the rankings, we chose the top 10
stereotypical views per gender to use in our experi-
ments. Table 1 shows the stereotypes selected for
the study.

3.2. Generating Counter-Stereotypes
Following Fraser et al. (2023), we evaluate eleven
counter-stereotype strategies:

1. Broadening exceptions: Stating that the
stereotypical trait is not unique to the target
group by providing examples of other socio-
demographic groups that share the trait.

2. Broadening universals: Stating that the
stereotypical trait is not unique to the target
group and that all people, regardless of group
membership, can have the trait.

3. Warning of consequences: Pointing out
possible negative outcomes of perpetuating
the stereotype for the speaker, the target
group, or the society.

3This study was approved by the Ethics Boards at the
authors’ institutions.
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Stereotypes about women Stereotypes about men
Women are bad at science. Men are aggressive.
Women are irrational. Men only care about sex.
Women aren’t strong leaders. Men are insensitive.
Women do not drive well. Men always feel the need to be dominant.
Women are not very assertive. Men care more about their work than their families.
Women are submissive. Men hate to show emotion.
Women are hysterical. Men are egoistic.
Women are emotionally unstable. Men lack empathy for others.
Women always cry. Men don’t care for others.
Women are dependent. Men are uncomfortable with intimacy.

Table 1: Binary gender stereotypes used in this study.

4. Counter-examples: Providing examples of
individuals or subgroups from the target group
who do not have the stereotypical trait.

5. Counter-facts: Providing facts that contra-
dict the stereotype.

6. Critical questions: Asking questions to moti-
vate the speaker to review and possibly recon-
sider their beliefs.

7. Denouncement: Pointing out that the state-
ment is a stereotype and perpetuating stereo-
types is wrong.

8. Empathy for the speaker: Expressing empa-
thy with the speaker’s feelings and thoughts.

9. Humour: Challenge the stereotype using hu-
mour.

10. Perspective-taking: Asking the speaker
to consider the stereotype from the target
group’s perspective.

11. Emphasizing positive qualities: Highlight-
ing the positive characteristics of the target
group.

For each strategy and each stereotype, we
prompted ChatGPT4 to generate one sentence in
a social-media style. We used the prompts pro-
vided by Fraser et al. (2023). In total, 220 counter-
statements were generated.

Next, we manually checked each counter-
statement and excluded 31 statements that were
not countering a given stereotype or that were
generated using a strategy other than requested.
For example, given the stereotype “Men are egois-
tic”, the statement “Research shows that women
and men have equal levels of self-esteem, and
that men who expressed vulnerability were actu-
ally more well-liked than those who did not. #by-
eegoisticstereotype” was rejected since it did not

4https://platform.openai.com/docs/
models/gpt-3-5

Strategy # rejected

Broadening exceptions 16
Broadening universals 2
Consequences 0
Counter-examples 2
Counter-facts 3
Critical questions 0
Denouncement 1
Empathy with speaker 4
Humour 1
Perspective-taking 2
Positive qualities 0

Total 31

Table 2: The number of counter-statements re-
jected after manual assessment.

counter the corresponding stereotype. Likewise,
“Men do experience emotions, but societal expec-
tations often discourage them from showing vul-
nerability and expressing themselves. #empathy-
forall” was rejected as not showing empathy for the
speaker when it was the requested strategy.

Table 2 shows the breakdown of the rejected
counter-statements by strategy. Overall, Chat-
GPT was generally able to successfully gener-
ate counter-stereotypes for all strategies, except
‘broadening exceptions’. For most of the stereo-
types, in place of ‘broadening exceptions’, Chat-
GPT used a related strategy of ‘broadening univer-
sals’. We speculate that ChatGPT chose this strat-
egy to avoid making negative statements about
particular social groups. Since 80% of the counter-
statements for ‘broadening exceptions’ were gen-
erated using incorrect strategy, we decided to
exclude this strategy from further study, leading
to the exclusion of 35 counter-stereotypes in to-
tal. The remaining 185 counter-stereotypes for 10
strategies were presented to the participants in the
survey.

https://platform.openai.com/docs/models/gpt-3-5
https://platform.openai.com/docs/models/gpt-3-5
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Figure 1: The description of the task presented to
study participants.

3.3. Questionnaire

After providing informed consent, the participants
were first presented with general instructions
about the task. They were told that they would
be shown gender stereotypes accompanied by
the corresponding counter-stereotypes. Counter-
stereotype was defined as follows: “A counter-
stereotype challenges a gender stereotype. E.g.,
a counter-stereotype could present factual argu-
ments against the gender stereotype, provide
counter-examples or ask the speaker how they
would feel if they were part of the target group.
A counter-stereotype is not just the opposite of
a gender stereotype.” Also, one example pair of
stereotype–counter-stereotype was shown:

Stereotype: Women are natural caretakers.

Counter-stereotype: I understand why some
people may believe that women are natural
caretakers, but gender does not determine
one’s ability or inclination to provide care.
#EndGenderStereotypes

Then, the annotation task was presented and ex-
plained as shown in Figure 1. The task included
questions to evaluate the offensiveness, plausi-
bility, and potential effectiveness of each pair of
stereotype–counter-stereotype. The questions re-
lated to offensiveness and plausibility required a bi-
nary answer, ‘yes/no’. The third question had three
options: (1) very effectively (assigned a score of 1),
(2) somewhat effectively (score of 0), (3) not very
effectively (score of -1).

To ensure the quality of responses, we em-
ployed three strategies: attention check questions,
monetary bonus incentives, and monitoring the
amount of time spent by a participant on the task.

3.4. Participants
We recruited a total of 75 participants using Pro-
lific.5 Since our study focuses on stereotypes
prevalent in North America, we recruited partic-
ipants solely from the U.S. and requested flu-
ency in English. Out of 75 participants, 37 were
male and 38 were female.6 The mean (median)
age was 40.41 (38) years. Each participant was
asked to assess 30 stereotype–counter-stereotype
pairs, which, on average, took around 15 min-
utes to complete. The participants were paid 3.00
USD (around $12 per hour), which corresponds
to the average reimbursement participants receive
on Prolific. All participants passed the attention
check, and each stereotype–counter-stereotype
pair was rated on average by 12 participants (6
male and 6 female).

4. Results

In the following sections, we present and dis-
cuss the results of human rating for ten counter-
strategies. (Recall that the strategy ‘broadening
exceptions’ was excluded due to ChatGPT’s inabil-
ity to consistently generate statements using this
strategy (Sec. 3.2)).

4.1. Offensiveness and Implausibility of
Counter-Stereotypes

Many counter-stereotypes were rated as poten-
tially offensive by at least some participants. On
average, a counter-stereotype was perceived as
potentially offensive by 35.8% of participants who
rated it, and 35 (out of 185) counter-stereotypes
were perceived as potentially offensive by more
than half of the raters. Counter-statements gener-
ated for the humour strategy were rated as offen-
sive most frequently.

These numbers are surprisingly high, especially
taking into consideration the amount of effort put
into guard-railing ChatGPT from generating offen-
sive outputs. To clarify, none of the generated
statements were explicitly offensive,7 yet partici-
pants indicated that some statements could poten-
tially offend or upset certain social groups or users
(e.g., ’Just watched my husband try to fold a fit-
ted sheet - dominance is not in his DNA. #NoDom-
inateGene #HumorWins, which was generated for
the strategy ‘humour’).

5https://www.prolific.co
6We used the gender specification self-reported by

participants when signing up to Prolific; only binary op-
tions were available.

7We consider a text explicitly offensive if it includes
direct and unambiguous words or expressions, such as
overtly derogatory language, intended to insult, degrade,
or belittle someone.

https://www.prolific.co
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In fact, we note that there is a delicate bound-
ary between what is considered offensive and non-
offensive in this context. Even minor nuances can
significantly influence how participants perceive
a counter-statement. For example, the counter-
stereotype “Women are strong, resilient, intelli-
gent, nurturing, ambitious, and capable leaders
who can handle their emotions without shedding
a tear. #WomenEmpowerment” was perceived as
offensive by the majority of the participants, but
the sentence “Women are intelligent, intuitive, and
capable decision-makers who excel in both emo-
tional intelligence and logical reasoning. #Wom-
enAreNotIrrational” was rated as non-offensive by
all participants. Though seemingly positive, the
former example promotes a narrow understanding
of strength and leadership, implying that showing
emotion or shedding a tear is a sign of weakness
or incapability. In contrast, the second sentence is
more inclusive and acknowledges a broad range
of capabilities in women without falling into the
prescribing of certain emotional responses. This
observation highlights the complexity and the im-
portance of validating the non-offensiveness of
counter-stereotypes to ensure that counter-speech
results in positive exchanges and does not esca-
late conflicts further.

A counter-stereotype was perceived as implausi-
ble on average by 16.7% of participants who rated
it; six statements were rated as implausible by
more than 50% of participants. We found a cor-
relation between the offensiveness and implausi-
bility ratings: counter-stereotypes that participants
perceived as implausible were also often rated as
potentially offensive (Pearson ρ of 0.32). Counter-
stereotypes perceived as offensive or implausible
were also often rated as ineffective (Pearson ρ of
-0.21 and -0.29, respectively).

4.2. Potential Effectiveness of
Counter-Stereotypes

We measure the potential effectiveness of counter-
stereotypes by averaging the scores (1, 0, or -1)
obtained by converting participants’ answers to nu-
merical values as described in Section 3.3.
Most and least effective strategies: Figure 2
shows the average ratings provided by the partici-
pants for each counter-stereotype strategy. Over-
all, two strategies, ‘counter-facts’ and ‘broadening
universals’, received the highest positive ratings.
The strategies of ‘emphasizing positive qualities’
and ‘warning of consequences’ received slightly
positive average ratings, while all the other strate-
gies were ranked negatively, on average. ‘Hu-
mour’ stands out as the most potentially ineffec-
tive counter-stereotype strategy when automati-
cally implemented by prompting ChatGPT.

Figure 2: Average ratings of potential effective-
ness for the ten counter-strategies.

Fine-grained results across subgroups: To get
further insights, we split the ratings by the stereo-
typed group (stereotypes about women vs. stereo-
types about men) and by participant-reported gen-
der (male vs. female). Figure 3 shows the average
ratings per subgroup and Table 3 shows the differ-
ences in average ratings by stereotype target and
by participants’ gender.

Overall, we observe greater differences in the
ratings for stereotypes about men versus stereo-
types about women (mean absolute difference of
0.15) than between the ratings of male and fe-
male participants (mean absolute difference of
0.10). For example, although ‘counter-facts’ re-
ceived mostly positive ratings for both subgroups
of stereotypes, statements countering stereotypes
about women were rated substantially higher than
statements countering stereotypes about men, re-
gardless of the gender of the participant. In-
terestingly, female participants perceived counter-
facts opposing stereotypes about men (e.g., “Ac-
cording to a study by the American Psycholog-
ical Association, men reported higher levels of
intimacy overall, including emotional and physi-
cal intimacy, than women did. #menareintimate
#breakthestereotype”) as offensive and/or implau-
sible at substantially higher rates than counter-
facts opposing stereotypes about women. This
was also at higher rates than male participants per-
ceived counter-facts opposing stereotypes about
both groups. Also, ‘emphasizing positive qualities’
was mostly perceived as effective for countering
stereotypes about men, while ‘warning of conse-
quences’ received higher ratings for stereotypes
about women.

The strategies showing the greatest differ-
ence in ratings between male and female par-
ticipants were ‘critical questions’ and ‘denounce-
ment’, both of which were preferred more by fe-
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Figure 3: Average ratings of potential effectiveness broken down by the participants’ gender and the
group the stereotype is about (men/women). For example, “Men, stereotypes on men” refers to male
participants’ ratings for counter-stereotypes about men. Statistically significant differences between rat-
ings of stereotypes about men and women are marked as * (p < 0.1), ** (p < 0.05), *** (p < 0.01).

Strategy Diff. by Diff. by partic.
target gender

Broadening universals - 0.07 - 0.03
Consequences 0.20 ** 0.05
Counter-examples 0.26 ** -0.04
Counter-facts 0.30 *** 0.05
Critical questions 0.17 0.22 **
Denouncement - 0.14 * 0.26 ***
Empathy with speaker - 0.17 * 0.05
Humour -0.04 - 0.24 **
Perspective-taking -0.07 -0.03
Positive qualities - 0.14 - 0.03

Avg. absolute diff. 0.15 0.10

Table 3: The differences in avg. ratings by stereo-
type target (avg. rating of counter-stereotypes
about women − avg. rating of counter-stereotypes
about men) and by participants’ gender (avg. rat-
ing by women − avg. rating by men), per strategy.
Statistically significant differences are marked as
* (p < 0.1), ** (p < 0.05), *** (p < 0.01).

male participants, and ‘humour’, which was dis-
liked by all participants, but more so by females.
‘Perspective-taking’ and ‘counter-examples’ were
rated higher by female participants for stereotypes
about women and by male participants for stereo-
types about men.

5. Discussion

Our research indicates a clear distinction in the
potential effectiveness of various strategies when

generated automatically. Certain strategies have a
more universal appeal, while others are perceived
as having limited or even negative effect.

‘Counter-facts’ and ‘broadening universals’ were
the two strategies that exhibited the most posi-
tive outcomes across different scenarios and au-
diences. ‘Broadening universals’ involves present-
ing a wider, more inclusive understanding of a par-
ticular trait or behaviour, challenging the limited
scope of stereotypes. Similarly, counter-facts pro-
vide a logical and evidence-based method of dis-
puting any unfounded claims. These approaches
immediately offer an alternative viewpoint, urging
individuals to reconsider their biases. However,
we observed that female participants sometimes
found the counter-facts ineffective when used to
counter stereotypes about men. This suggests
that a one-size-fits-all approach may be insuffi-
cient and audience-specific nuances, where appli-
cable, may enhance the effectiveness of a strat-
egy.

On the other hand, strategies such as ‘humour’,
‘perspective-taking’, ‘counter-examples’, and ‘em-
pathy with the speaker’ have been rated as ineffec-
tive. Among these, the use of ‘humour’ in counter-
statements was particularly problematic. While hu-
mour can be a powerful tool for challenging so-
cietal norms, it also risks being offensive or mis-
interpreted, especially in sensitive areas like gen-
der stereotypes. Also, producing high-quality hu-
mour is a difficult technical task for NLP models;
even state-of-the-art generative models have yet
to master this task. In our findings, automatically
generated humorous counter-statements were in-
terpreted as offensive and implausible by a signif-
icant portion of the audience. This highlights the
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precarious nature of using humour in automatic in-
terventions; it can inadvertently reinforce the very
stereotypes it aims to challenge.

Overall, we observe that, on average 35.8%
of participants rated AI-generated counter-
stereotypes as potentially offensive, emphasizing
the complexities of automating responses in
delicate subject areas like gender stereotypes.
Besides humorous statements, counter-strategies
that challenge a stereotype about one binary gen-
der by directly attributing the negative trait to the
opposite gender (e.g., by providing statistics on
the other gender) may be seen as unnecessarily
confrontational or belittling.

Furthermore, strategies like ‘perspective-taking’,
which involves encouraging individuals to view a
situation from another person’s standpoint, and
‘empathy’, which focuses on fostering a deeper
emotional understanding, fail to resonate with the
audience in case of online gender stereotyping.
While these strategies are valuable in interper-
sonal interactions, they might be interpreted as ir-
relevant, insincere or patronizing when automated
and used in online communications.

Another finding in our data is the noticeable
difference in ratings when comparing stereotypes
about women versus stereotypes about men. We
observe that the stereotype’s inherent nature and
societal connotations play a larger role than the
gender of the individual evaluating it. Due to a long
history of the oppression of women and contempo-
rary movements for reclaiming women’s rights, so-
cietal discourse, both offline and online, includes
extensive discussions on the issue. This has al-
lowed models like ChatGPT to be adept at generat-
ing ‘counter-facts’ and ‘warnings of consequences’
that directly address these stereotypes. In other
words, the established nature of stereotypes about
women, paired with the rich database of discus-
sions and rebuttals around them, appears to en-
able AI models to craft plausible and effective re-
sponses to counter such stereotypes.

In contrast, stereotypes that target men present
a challenge for automatic countering. The counter-
facts generated in response to stereotypes about
men were often deemed less effective by partic-
ipants. For example, in response to the stereo-
type “Men don’t care for others”, ChatGPT gen-
erated the counter-fact, “According to a study by
the DoSomething.org, men are actually more likely
than women to donate to charity and volunteer their
time for causes. #MenCareToo”, which may be
perceived as implausible or offensive by women.
However, in response to the stereotype “Women
are irrational”, it generates the counter-fact “Stud-
ies show that men and women make decisions
with similar levels of emotional involvement and
rational thinking, debunking the stereotype that

women are irrational. #GenderBias #FactsOver-
Stereotypes”, which has a neutral tone about both
genders. Also, our qualitative assessment shows
that counter-stereotypes generated for men are
less specific than those generated for women. For
example, for the strategy of mentioning the con-
sequences of stereotypes, to counter the stereo-
type “Men are aggressive.” ChatGPT generates
“Spreading the stereotype that men are aggressive
can lead to harmful generalizations and discrimi-
nation, let’s break the cycle. #StopStereotyping.”,
but for stereotype “Women are irrational.” it gen-
erates “Spreading the stereotype that women are
irrational can lead to women being underestimated
and undervalued, ultimately hindering progress
and equality.”. While the first statement broadly
highlights the consequences of all stereotypes, it
does not specify who exactly would be harmed, or
how. On the other hand, the second statement ex-
plicitly mentions that women will be the ones “un-
derestimated” and “undervalued” due to the stereo-
type and specifies its larger societal impact, sug-
gesting that such stereotypes can “hinder overall
progress and equality”. This might stem from the
fact that discussions on stereotypes about men,
while present, are not as prevalent or as deeply
ingrained as their counterparts, stereotypes about
women. Thus, traditional strategies, like counter-
facts, were not ranked as effective. However, our
research found that other approaches, like men-
tioning the positive qualities inherent in men and
emphasizing the fact that traits like aggression and
insensitivity can be found across all genders, were
deemed more effective.

6. Data Usability

We make our annotated dataset publically avail-
able to foster future research. The dataset is in En-
glish and was developed to understand the percep-
tions of individuals regarding counter-statements
to negative, descriptive gender stereotypes about
men and women. The primary goal was to evalu-
ate the offensiveness, plausibility, and potential ef-
fectiveness of counter-statements when presented
in response to stereotyping in online platforms.

We anticipate several potential uses for this
dataset. First, researchers can use this data to
understand common gender stereotypes and the
societal perception of counter-stereotypes. Sec-
ond, this data might be used for NLP tasks such
as training and/or evaluating models to identify, re-
spond to, or counter stereotypes in digital content.
Third, the insights learned from this data might be
used by NGOs or community groups to craft more
effective stereotype-countering campaigns.

The dataset comes with limitations that need
to be understood and mitigated before consider-
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ing the above use cases. The data includes only
negative, descriptive, binary gender stereotypes.
Therefore, it does not encompass all facets of
stereotypes and is not inclusive of all gender iden-
tities. By nature, stereotypes can be sensitive
and potentially offensive; care should be taken in
their use and interpretation to avoid perpetuating
harmful beliefs or norms. Further, the collected
ratings capture perceptions towards stereotypes
and their counter-stereotypes and do not assert
the truth or validity of these statements. Previous
research documented many cases of generative
AI models hallucinating or fabricating information
(Ye et al., 2023), so even when deemed plausible,
fact-checking of generated texts is essential to pre-
vent misinformation. Finally, the ratings provided
by the participants are subjective and reflect the
participants’ opinions, which might be affected by
their personal experiences and beliefs. Further re-
search is required to assess the actual effective-
ness of these strategies in changing online users’
stereotypical beliefs.

7. Conclusion

We conducted a large-scale online study on the
potential effectiveness of automatically generated
statements to counter common negative gender
stereotypes. We found that while some strate-
gies offer a promising avenue to counter stereo-
types, others require careful consideration to en-
sure they don’t have an adverse effect. Special at-
tention needs to be paid to the delicate balance be-
tween challenging users’ views and making them
feel provoked or offended. Confronting gender
stereotypes requires a nuanced and tailored ap-
proach, taking into account stereotypes’ historical,
cultural, and societal context. The effectiveness of
a counter-strategy may vary according to the social
group being stereotyped, the expected audience,
and other contextual features.

8. Ethics Statement

While our study represents a promising step in
counteracting gender stereotypes online, it comes
with limitations and ethical considerations that
require ongoing attention. Emphasizing trans-
parency, continuous evaluation, and social context
will be essential as we navigate this intersection of
technology and societal constructs.

We release a dataset that can be used for fur-
ther research or social applications on counter-
ing stereotypes. Before using this dataset, users
should familiarize themselves with the context and
limitations of the dataset. The dataset should be
handled and interpreted responsibly, considering
the potential ethical implications (Kirk et al., 2022).

We also strongly recommend cross-referencing
with other relevant literature or datasets for a more
holistic view. It is important to note that the par-
ticipants’ biases might influence their perceptions
and judgements, potentially reflecting in the indi-
vidual ratings. In our study, we rely on the fact
that these biases are likely to affect all the strate-
gies uniformly and report the statistically signifi-
cant differences between the counter-stereotype
strategies. Therefore, while the relative compar-
isons between strategies remain valid and mean-
ingful, individual ratings should be used with care.

One limitation of this research is its focus on bi-
nary gender stereotypes, including only male and
female identities. We are fully cognizant of the
prevalence and significance of stereotypes about
non-binary individuals in contemporary online dis-
course and lived experiences. Our decision stems
not from oversight but from an understanding of
the intricate complexity of the issue, which war-
rants an exhaustive and dedicated study separate
from the constraints of the present research.

If successful, automatic methods to counteract
gender stereotypes can reshape online conversa-
tions, fostering more inclusive and equal digital en-
vironments. Such interventions can be instrumen-
tal in actively challenging entrenched biases, po-
tentially influencing societal perceptions and be-
haviours. However, while AI models can mimic hu-
man language patterns, they may not always cap-
ture the subtleties and sensitivities needed when
addressing deeply embedded societal constructs,
so human oversight might be necessary, espe-
cially in critical applications. Furthermore, our sam-
ple’s demographics might not be globally represen-
tative, limiting the generalizability of the findings.

As indicated, certain counter-strategies, espe-
cially when applied across genders, heightened
perceptions of offensiveness and implausibility.
These interventions could inadvertently perpetuate
biases or spark unintentional controversies with-
out careful calibration. It is essential to take cau-
tion, ensuring strategies do not polarize views fur-
ther or cause distress to the audience. Also, even
while attempting to challenge stereotypes, current
AI models can inadvertently reproduce or reinforce
societal biases present in the training data. Ac-
knowledging this limitation and working continually
to minimize such repercussions is crucial.

AI-based interventions need consistent evalua-
tion and refinement. What works today might not
be as effective tomorrow due to evolving societal
contexts. Regular reassessment ensures interven-
tions remain relevant and impactful. It is imper-
ative that users are informed when AI-generated
outputs are being employed to counteract stereo-
types, supporting transparent online interactions.
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