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Abstract

Mental illness can significantly impact individuals’ quality of life. Analysing social media data to uncover potential
mental health issues in individuals via their posts is a popular research direction. However, most studies focus on
the classification of users suffering from depression versus healthy users, or on the detection of suicidal thoughts.
In this paper, we instead aim to understand and model linguistic changes that occur when users transition from a
healthy to an unhealthy state. Addressing this gap could lead to better approaches for earlier depression detection
when signs are not as obvious as in cases of severe depression or suicidal ideation. In order to achieve this goal,
we have collected the first dataset of textual posts by the same users before and after reportedly being diagnosed
with depression. We then use this data to build multiple predictive models (based on SVM, Random Forests, BERT,
RoBERTa, MentalBERT, GPT-3, GPT-3.5, Bard, and Alpaca) for the task of classifying user posts. Transformer-based
models achieved the best performance, while large language models used off-the-shelf proved less effective as they
produced random guesses (GPT and Bard) or hallucinations (Alpaca).

Keywords: Dataset, Lexicon, Mental Health, Depression classification, Social Media, X, Twitter, BERT,
LLM, GPT, NLP

1. Introduction

According to the United Kingdom National Health
Service (NHS), one in four people experiences
mental health problems (McManus et al., 2009).
Mental illnesses can negatively influence the qual-
ity of life as it is considered one of the causes of
years lived with disability, and it is related to high
suicide rates (Association, 2013). Understanding
the patterns of mental episodes or shifts from one
mental state to another is important, not only to
help a particular user but also for other users with
similar symptoms. Research in mental health moni-
toring using Natural Language Processing (NLP) is
usually carried out using electronic health records
and standardized diagnostic questionnaires (Kim
et al., 2020; Pradier et al., 2021; Mesbah et al.,
2021; de Oliveira et al., 2021).

An alternative approach looks at social media
data, which is abundant and diverse. A large num-
ber of users on social media often share updates
about their daily lives, including moods and feel-
ings. When it comes to research on applying NLP
techniques to social media data, it tends to focus
on classifying the presence vs absence of depres-
sion (Boinepelli et al., 2022; Chancellor and De
Choudhury, 2020), or detecting the transition from
depression to suicide ideation (De Choudhury et al.,
2016; Gong et al., 2019; Matero et al., 2019; Sawh-
ney et al., 2020). To the best of our knowledge,
there is no study aiming to understand users’ lan-
guage before and after the diagnosis of depression

using NLP on social media. In this paper, we aim to
understand whether we can use social media as a
data source to understand the linguistic character-
istics of users potentially suffering from depression
posts on X (formerly known as Twitter). The goal
is to surface meaningful patterns to understand lin-
guistic shifts from healthy to depressed states. Our
key contributions can be summarized as follows:

• The first English dataset of textual posts by the
same users before and after reportedly being
diagnosed with depression1

• A lexicon for finding posts with symptoms of
depression2

• Empirical work comparing multiple predictive
models (based on SVM, Random Forests,
BERT, RoBERTa, GPT-3, GPT-3.5, Bard, and
Alpaca) built using our dataset for the task of
classifying user posts as before and after de-
pression.

2. Related Work

There is a growing body of literature that investi-
gates mental health in social media. A few sur-
veys analyze these studies in more detail, such as
Chancellor and De Choudhury (2020) and Skaik

1The dataset can be found at:
https://github.com/falwah-alhamed/Depression_Tweets

2The Lexicon can be found at:
https://github.com/falwah-alhamed/Depression_Tweets

https://github.com/falwah-alhamed/Depression_Tweets
https://github.com/falwah-alhamed/Depression_Tweets
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and Inkpen (2021). To summarise, some studies
use the analysis of user activity — such as social
connections, number of likes, and number of posts
(Shen et al., 2017; Peng et al., 2019) — to detect
mental illnesses in social media. Other studies use
NLP to understand the meaning behind words and
derive textual characteristics (Cacheda et al., 2019;
Shen et al., 2017; Joshi et al., 2018; Verma et al.,
2020; Jamil et al., 2017). Most of the studies were
conducted to understand linguistic cues and dis-
tinguish users with depression from control users.
For example, a recent study by Boinepelli et al.
(2022) aimed to detect depression at the user-level.
They used RoBERTa to train a model to classify
users as people suffering from depression or con-
trol users. While it is reasonable to train the model
using data from people suffering from depression
and control users, defining control users solely by
the absence of explicit mentions of depression in
their posts may not reliably indicate their mental
health status. Therefore, a more reliable approach
is needed when identifying control users in such
research studies. A recent study conducted by San-
tos et al. (2020) used a similar approach in defining
users suffering from depression by reporting being
diagnosed with depression or taking antidepressant
medications on Brazilian Twitter. They extracted
the dates of these Portuguese posts with reports
and pulled the data before and after that date, it
is worth noting that starting taking antidepressants
does not necessarily mean the start of the disease
as some patients are put on therapy sessions for
months to years before prescribing antidepressants,
this might introduced error to their dataset. Yet, an
English dataset of social media posts of the same
users prior to and post depression diagnosis is still
lacking.

Some studies leverage lexicons to support de-
pression detection in social media. Borba de Souza
et al. (2022) used 59 terms dictionary built based
on DSM-5 depression and anxiety diagnosis man-
ual besides word embeddings. They used it for a
multiclass classifier for depression, anxiety, and
comorbidity. The use of the dictionary contributed
to better results, however, more investigations on
this field need to be done to distinguish between
classes. Another study by Alghamdi et al. (2020)
focuses on the Arabic forum ’Nafsany,’ dedicated to
mental health discussions where users share their
stories, emotions, and challenges while engaging
in interactive conversations via comments. They
collected forum posts related to depression and
manually labelled them as indicative of depression
or not. They developed ArabDep, an Arabic lex-
icon comprising diagnostic terms for depression.
Classification was performed using two distinct ap-
proaches: a lexicon-based method leveraging Arab-
Dep, and machine learning approaches involving

the training of multiple models. Their study showed
that the lexicon enhanced the classification results,
which inspired our work.

Research into the detection of changes in depres-
sion levels via social media usually addresses shifts
from depression to a suicidal condition, rather than
addressing changes in language when the onset
of depression occurs. Sawhney et al. (2020) con-
ducted a study aimed at assessing suicidal risks on
Twitter. They employed a time-aware transformer
model and utilized a dataset containing instances
of suicide ideation. They applied their model to
analyze a dataset consisting of 34,306 tweets au-
thored by 32,558 users. The primary objective was
to classify individuals’ suicide risk levels based on
the patterns and content of their tweet sequences.
It however became clear from the ratio of tweets to
users that the quantity of tweets per user was not
sufficient to discern a comprehensive longitudinal
pattern. These challenges are taken into consider-
ation while designing our study.

3. Dataset

3.1. Data Collection
For data collection, we targeted platforms that have
a high influx of textual content in English, have
a large number of active users, allow sequential
posting, and have a high rate of posting frequency.
The most well-known social media platform that
meets these conditions is X.3 Our goal was to col-
lect data for individuals reportedly diagnosed with
depression — that is, individuals posting text stat-
ing that they were diagnosed with depression, and
where the individual is active on the platform on a
weekly basis. We performed multiple steps in or-
der to obtain high-quality data. The official Twitter
API was used to search and we collected tweets
based on keywords. First, we collected tweets with
the search words ‘I was diagnosed with depres-
sion on [specific month and year]’ in the date range
November 2018 to February 2019. The dates were
selected to allow the collection of a sufficient num-
ber of tweets before and after diagnosis. A total of
2034 tweets were pulled and manually inspected to
select only original tweets — that is, not replicated
tweets or tweets telling a story about someone else.
Only users who mentioned a specific month and
year of diagnosis were selected. This resulted in
120 users. We then retrieved posts for three years
before the diagnosis date and three years after the
diagnosis date, resulting in 1.9 million tweets. To
the best of our knowledge, this is the first dataset
that contains posts before and after depression
diagnosis for the same users. This allows com-
parison and monitoring of linguistic changes before

3https://developer.twitter.com/en/docs/twitter-api

https://developer.twitter.com/en/docs/twitter-api
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and after diagnosis.

3.2. Lexicon Building and Data Filtering

The number of retrieved tweets is substantial, and
the data may contain irrelevant posts on a variety of
topics that may act as noise for the learning process.
This calls for a filtering stage where we aim to keep
only tweets that are related to, and representative
of, a current mental health state.

To do that, we created a lexicon that can be used
to screen posts for depression symptoms. If the
post contains one of the lexicon words (in any PoS
form) it will be included, otherwise, it will be dis-
carded. The lexicon contains 598 words related
to depression symptoms according to the Cen-
ter for Epidemiologic Studies Depression (CES-
D) validated scale. We started by building up a
lexicon from existing words related to the depres-
sion scale questions which can be categorized
into: poor appetite and eating disturbance, feel-
ing down and depressed, concentration problems,
feeling tired or having little energy, sleep distur-
bance, loss of interest, self-blame and shame, lone-
liness, and suicidal thoughts. For each category,
we created a list of relevant words. The lexicon
words are collected from multiple resources for
each of these categories including the NLTK inter-
face for WordNet synset(’food.n.02’),4 the
NRC Word-Emotion Association Lexicon (EmoLex)
(Mohammad and Turney, 2013), the list of emo-
tion words from Berkeley well-being institute,5
the interest words list from university of Washing-
ton, 6 the suicidal words list in (Alhamed et al.,
2022), and some words were extracted using The-
saurus 7 and Relatedwords.8 Example words from
sleep category sleep, nap, awake, insom-
nia...etc. , and from suicide category die,
jump, dead...etc.

3.3. Data Pre-processing

Different pre-processing techniques were applied
to the tweets using regular expression operations:9
tweet cleaning from irrelevant information and X
special characters and words such as RT, Fav, and
Mentions; stemming using NLTK stemmer (NLTK,
2021) to remove redundant suffixes in a word; and
tokenisation using the NLTK tokenizer. 10

4https://www.nltk.org/howto/wordnet.html
5https://www.berkeleywellbeing.com/list-of-

emotions.html
6https://www.washington.edu
7https://thesaurus.yourdictionary.com/appetite
8https://relatedwords.org/relatedto/sleep
9https://docs.python.org/3/library/re.html

10https://www.nltk.org/api/nltk.tokenize.html

Number Avg. length (in
words)

Users 120 -
All Tweets 1,969,645 14

Filtered Tweets 1,213,061 14
Chunks 28,697 433

Table 1: Dataset statistics (a chunk contains posts
for one week).

3.4. Data Chunks Creation

Filtered posts are combined into sets of chunks for
each user. Each chunk contains posts for a one-
week period. This is to reflect the clinically validated
scales of depression that are designed to measure
depression such as the CES-D. According to these,
patients are asked about symptoms of depression
they faced over the last week.

The final dataset contains 28k chunks that are
balanced between classes, namely “Before" and
“After" depression diagnosis. The dataset statistics
are illustrated in Table 1.

4. Data Analysis

In this section, we analyzed and compared linguis-
tic and measurable metrics of posts before and
after reported depression diagnosis in order to un-
derstand the differences between the two classes.
We use three popular methods, namely LIWC, PoS,
and Posting frequency. The data used in this sec-
tion is not filtered by lexicon.

4.1. LIWC

Users’ tweets were analyzed using Linguistic In-
quiry and Word Count (LIWC) to understand the
linguistic characteristics of users before and after
being reported diagnosed with depression. This
tool provides text analysis which includes occur-
rences of emotions in posts, mentioning friends
and family, the occurrence of some topics such as
health and food in posts, and the use of question
and exclamation marks. A subset of the results with
main topics is shown in Figure 1 (the rest of the
topics in the results show no difference between
classes). There is a decrease in both positive emo-
tions and the use of exclamation marks, as well
as a slight increase in focusing on the past and
cognition after the diagnosis. This is expected as
negative thoughts and focusing on the past are
symptoms of depression. However, overall most of
the characteristics are similar before and after di-
agnosis, with minor differences that are insufficient
for distinguishing between the two classes.

https://www.nltk.org/howto/wordnet.html
https://www.berkeleywellbeing.com/list-of-emotions.html
https://www.berkeleywellbeing.com/list-of-emotions.html
https://www.washington.edu/doit/interest-verbadjective-words
https://thesaurus.yourdictionary.com/appetite
https://relatedwords.org/relatedto/sleep
https://docs.python.org/3/library/re.html
https://www.nltk.org/api/nltk.tokenize.html


3253

Figure 1: LIWC analysis: the percentage of used emotions, specific topics, and some punctuation marks
in users’ tweets before and after diagnosis of depression.

POS Before
Diagnosis

After
Diagnosis

Noun, common (NN ) 19.24% 15.8%15.8%
Noun, plural (NNS) 2.59% 3.04%
Noun, proper (NNP) 1.32% 1.77%
Verb, base form (VB) 3.14% 3.85%

Verb, present tense (VBZ) 2.11% 2.41%
Verb, past tense (VBD) 1.89% 2.25%

Adverb (RB) 3.91% 4.61%
Determiner (DT) 4.86% 5.835.83%
Pronoun (PRP) 3.73% 4.49%4.49%
Adjective (JJ) 8.24% 8.04%

Preposition (IN) 5.62% 6.90%6.90%

Table 2: Part of speech tags for posts before and
after diagnosis.

4.2. POS analysis
Analyzing the distribution of Part of speech (POS)
is a well-known methodology in NLP. We tracked
the differences in POS for tweets before and after
diagnosis using NLTK. 11 Results can be seen in
Table 2, which shows the proportion of different
POS in tweets before and after diagnosis. There
is a clear decrease in the proportion of common
nouns after depression. This is in line with previous
studies on POS inspection for people suffering from
depression (Bucur et al., 2021). Also, there are
slight increases in the proportion of determiners,
pronouns, and prepositions.

4.3. Posting Frequency
X is a micro-blogging social media platform that
allows users to post up to 2400 tweets per day.
Here we analyze posting frequency for people
potentially suffering from depression before and

11https://www.nltk.org/api/nltk.tag.pos_tag.html

after diagnosis. X has four categories of posts:
Original: Posts written by the user in his/her
timeline.
Quoted: Posts are originally written by someone
else and the user quotes this tweet and adds a
comment then posts it in his/her timeline.
Replied: Posts are posted by someone and the
user replies to this specific tweet.
Retweeted: Posts are originally written by some-
one else and the user reposts it in his/her timeline.

A hypothesis is that users will tweet less after a
depression diagnosis considering their low mood
and energy. in Figure 2 we show a comparison in
posting frequency for each of the four categories
before and after diagnosis. It can be seen that there
is an obvious decrease in the number of original
tweets while the reply tweets increased sharply.
We investigate possible reasons for this increase by
manual inspection of posts. There was a significant
presence of conversations about self-disclosure in
the replies. A possible explanation for this could
be that users find it comfortable to talk about their
feelings in a reply to someone and more acceptable
than generating new original tweets. Quoted and
retweeted tweets show smaller changes. Therefore,
overall posting frequency has not changed before
and after depression diagnosis, instead, the types
of posts have changed.

5. Classification Models

Here we turn to using machine learning algo-
rithms on this data, building classification models
to learn the differences between posts pre- and
post-depression diagnosis. The classification unit
is a chunk of tweets and the same user will have
some chunks labelled as positive (after depression)

https://www.nltk.org/api/nltk.tag.pos_tag.html


3254

Figure 2: Posting frequency for people potentially
suffering from depression before and after diagno-
sis.

and negative (before depression). Algorithms and
settings used are shown in the following sections.

5.1. Classical ML Models
As baselines, we experiment with two traditionally
well performing classical ML algorithms, SVM and
Random Forests.

Support Vector Machines (SVM) We used SVM,
we performed grid search hyper-parameter tunning
and the best parameters were ( kernel= ’lin-
ear’, C=1, random_state=42 ). As SVM
model only deal with numerical values, words are
vectorized into numerical form (embedding) us-
ing Gensim Word2Vec12 with 5k words and the
word2vec specifications are num_features =
300, num_workers = 3. We took the average
of the Word2Vec embeddings of the words in posts.

Random Forests (RF) We used Scikit learn RF
We performed grid search hyper-parameter tunning
for RF parameters (’max_depth’: [5, 8,
15, 25, 30, 50,100], ’max_features’:
[2, 3,’sqrt’], ’min_samples_leaf’:
[1, 2, 5, 10], ’min_samples_split’:
[2, 5, 10, 15, 100], ’n_estimators’:
[100, 200, 500, 800, 1200]) and the
best parameters found are (max_depth=50,
max features=sqrt, min samples
leaf=2, min samples split=2,
n_estimators=200) which is used in this
study. Words are vectorized into numerical form
(embedding) using Word2Vec with the same
vectors used in SVM.

5.2. Transformer-based Models
BERT Bidirectional Encoder Representations
from Transformers (BERT) has proven to give high-

12https://radimrehurek.com/gensim/models/word2vec.html

accuracy results in classification tasks. Multiple
comparisons between BERT and other text clas-
sification models have shown that BERT outper-
formed other models (Al-Garadi et al., 2021; Matero
et al., 2019; Acheampong et al., 2021). Since
BERT is bi-directional, it captures wider and con-
textual features (Devlin et al., 2019). The Hugging
face library (Wolf et al., 2019) is used for BERT
tokenization and fine-tuning, namely the’bert-
base-uncased’ model card.

RoBERTa Robustly Optimized BERT Pretraining
Approach (RoBERTa) Liu et al. (2019a) has also
been effectively used in text classification tasks. It
often outperforms traditional classifiers and deep
learning algorithms (Bozanta et al., 2021). The
reason behind this performance might be its adapt-
ability and strong performance on a variety of NLP
benchmarks (Liu et al., 2019b). The Hugging face
library is used for RoBERTa tokenization and fine-
tuning, namely the ’roberta-base’ model card.

MentalBERT MentalBERT is a model initialized
with BERT-Base and subsequently trained us-
ing mental health-related posts collected from
Reddit (Ji et al., 2022). The Hugging face li-
brary is used for MentalBERT tokenization and
fine-tuning, namely the ’mental/mental-bert-
base-uncased’ model card.

5.3. Large Language Models (LLMs)
LLMs shown to have superior performance in com-
prehending and generating human-like text. We
experiment with different types of LLMs to classify
our texts. This is done in a zero-shot fashion with
different prompts.

Prompts Prompts are questions or statements
that are provided to the model to initiate and guide a
conversation or specific task or to generate desired
text. We experimented with different prompts, as
illustrated in Table 3.

GPT We used the GPT-3 “text-curie-001" and
GPT-3.5 “text-davinci-003" versions, as these have
shown a strong ability to understand human-like
emotional context (Tavast et al., 2022), and in sen-
timent analysis (Kheiri and Karimi, 2023). Since
GPT-3 “text-curie-001" can handle a maximum of
2049 tokens divided between prompt and data,
chunks were trimmed to fit this limit. We used
the Official OpenAI Python library13 to collect
responses with the settings (temperature =
0.2, max tokens = 30).

13https://platform.openai.com/docs/libraries/python-
library

https://radimrehurek.com/gensim/models/word2vec.html
https://platform.openai.com/docs/libraries/python-library
https://platform.openai.com/docs/libraries/python-library
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Do you think the person who wrote this text is de-
pressed?

Do you think the person who wrote this text is de-
pressed? answer yes or no

Do you think the person who wrote this text is de-
pressed? return a probability percentage

To what extent do you think the person who wrote this
text is depressed?

To what extent do you think the person who wrote this
text is depressed? answer with one word only

Classify if the person who wrote this text is depressed

Classify if the person who wrote this text is depressed,
reply with one word only

Table 3: Prompts used for LLMs answers

Google Bard Bard is Google’s experimental com-
mercial AI chat service designed to operate in a
conversational manner, much like ChatGPT. The
primary distinction lies in the fact that Google’s
service retrieves its information directly from the
internet (Google-AI, 2023).

Alpaca Alpaca is LLM developed by Stanford Uni-
versity, based on Meta’s LLaMA model. Alpaca is a
promising new tool for NLP since it is open source.
It is small and affordable, yet it is still capable of
performing complex tasks (Taori et al., 2023).

6. Results

For classical ML models and transformer-based
models, we run two sets of experiments. The first
is with all posts’ chunks and lexicon-filtered posts’
chunks, both with the full length of posts (see Table
4). The second is with lexicon filtered posts chunks
and the chunks’ length is set to match the maximum
of the GPT-3 “text-curie-001" model (2049 tokens).
It is worth noting that around 35% of chunks were
trimmed while the rest were below the limit. Table
5 provides a comparison.

We used 5-fold cross-validation to evaluate the
models’ performance, report accuracy, precision,
recall, and F1 scores. Our implementation utilises
Scikit-learn (Pedregosa et al., 2011) to compute
these metrics.

6.1. Impact of Lexicon
We run two sets of experiments, with and without fil-
tering with lexicon. Our results in Table 4 show that
using our lexicon to filter the dataset improved re-
sults according to all metrics, especially in precision
and recall. By selectively extracting and processing

the most relevant data points, we ensure that the
subsequent analysis is more focused and effective.

6.2. Classical vs Transformer-based
Models

The performance of RF and SVM in our task was
poor, with accuracy not exceeding 60%. This sug-
gests that these models have a limited capacity to
differentiate linguistic features or styles before and
after the onset of depression.

BERT Notably, BERT achieved superior perfor-
mance across all evaluation metrics with an accu-
racy rate of 97%. This outcome can be attributed to
the capacity of BERT to understand patterns within
posts containing depression-related content, includ-
ing the writing style observed among individuals
following diagnosis, wherein there is a tendency
to post emotional expressions and stories over the
discussion of general topics related to public events.
This inclination persists even when discussing pub-
lic figures or celebrities, with emotional language
being prevalent.

To assess whether BERT is learning meaning-
ful patterns rather than overfitting the data, we
explored the learned representations in a lower-
dimensional space using T-SNE. T-SNE can be
used to visualize word embeddings or document
embeddings to gain insights into the semantic re-
lationships between classes. The visualization in
Figure 3 illustrates that BERT was able to capture
meaningful patterns between the posts before and
after diagnosis and was able to split data based on
this understanding, especially its higher layers.

RoBERTa Models based on RoBERTa performed
extremely well, consistently delivering high results
across the two versions of the dataset (filtered and
unfiltered).

MentalBERT The success of MentalBERT in per-
forming better than BERT can be attributed to its
training on a dataset specifically focused on mental
health. This targeted training likely enhanced the
model’s ability to comprehend and process the nu-
ances inherent in mental health-related texts, which
leads to high results.

6.3. Impact of Chunk Length
When it comes to chunk length, we run two sets
of experiments, the first with full length as in Ta-
ble 4 and the other with chunk length trimmed to
GPT maximum which is 2049 tokens in Table 5.
We can see that transformer-based models were
robust regardless of the chunk length. After a man-
ual inspection of a subset of data before and after
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Model Accuracy Precision Recall F-1
SVM 0.49 0.49 0.49 0.44
SVM-Filtered 0.60 0.50 0.60 0.48
RF 0.50 0.50 0.50 0.50
RF-Filtered 0.60 0.63 0.60 0.45
BERT 0.90 0.91 0.90 0.90
BERT-Filtered 0.98 0.98 0.98 0.98
RoBERTa 0.97 0.97 0.97 0.97
RoBERTa-Filtered 0.98 0.98 0.98 0.98
MentalBERT 0.96 0.96 0.96 0.96
MentalBERT-Filtered 0.98 0.98 0.98 0.98

Table 4: Results for classical and transformers-based models on classifying data on full dataset and
lexicon-filtered dataset.

Model Accuracy Precision Recall F-1
SVM-Filtered 0.60 0.50 0.60 0.44
RF-Filtered 0.60 0.63 0.60 0.45
BERT-Filtered 0.97 0.97 0.97 0.97
RoBERTa-Filtered 0.95 0.96 0.95 0.95
GPT-Filtered “Text-Curie-001” 0.51 0.51 0.247 0.32
BARD-Filtered 0.46 0.5 0.285 0.36
Alpaca-Filtered Hallucinating

Table 5: Comparison between results for all models with chunk length trimmed to 2049 tokens.

Figure 3: T-SNE visualization of BERT classification

diagnosis, we found that posts after diagnosis tend
to have more self-expressions, feelings, and emo-
tions rather than general talks of events or enter-
tainment. We hypothesize that transformer-based
models were able to capture this difference, thus it
achieved high and robust results.

6.4. LLMs
For evaluating LLMs, we checked if the response
starts with the word "Depressed" or "Not de-
pressed", and the remaining responses (around
3%) were checked manually.

GPT We tested the same prompts with both GPT-
3 “text-curie-001" and GPT-3.5 “text-davinci-003"
versions of GPT. GPT-3 responded to all of the

prompts with a classification for the provided post,
however, it seems that it is a random prediction as
only around 50% of the responses were true. An
example of GPT-3 “text-curie-001" responses to
our prompts are illustrated in Table 6. We used
the prompt “Classify if the person who wrote this
text is depressed, reply with one word only" for the
rest of the dataset as it appears to respond with
the expected answer. On the other hand, GPT-3.5
refused to classify any post using all the prompts. It
responded with It’s impossible to answer
this question with certainty without
more information about the person
who wrote this text.

Google Bard Google Bard responds to each
post with an expected output, that is a classification
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Prompt GPT-3 Response

Do you think the person who wrote this text is depressed
I believe this person is depressed because of the use of emojis and the long rant
about how they are “no Gangsta" and “a pleasure to meet them." Additionally, the
text is very wordy and has a lot of parentheses.

Do you think the person who wrote this text is depressed?
answer yes or no The person who wrote this text may be depressed.
Do you think the person who wrote this text is depressed?
return a probability percentage The author of this text is likely depressed.

To what extent do you think the person who wrote this text
is depressed?

The person who wrote this text may be depressed according to some measures
because they mention feeling mentally exhausted after a long day and then talk
about enjoying a dinner walk with their dogs and watching TV.

To what extent do you think the person who wrote this text
is depressed? answer with one word only The person who wrote this text is likely depressed.

Classify if the person who wrote this text is depressed
The person who wrote this text likely suffers from depression due to the chronic
use of “old people" as derogatory terms, the use of the phrase “sometimes you just
need a little chocolate in your life" to mask the user’s underlying need for alcohol,
and the admission that the user has had a long day.

Classify if the person who wrote this text is depressed, reply
with one word only Depressed

Table 6: Example of GPT-3 “text-curie-001" responses to our prompts

of the post as depressed/non-depressed. It further
provides an explanation and reasoning on why
it decides the provided output. As an example,
one of the responses was “Normal. The
person who wrote the text is asking
for help to raise money for a flood
appeal. This is a normal thing to
do, and it does not indicate that
the person is depressed. In fact,
the person is using social media
to reach a wider audience and hope-
fully raise more money. This is a
proactive and positive step, which
suggests that the person is not de-
pressed.". In some cases, Google bard
refuses to answer and responds with “Sorry,
I’m not able to help with that, as
I’m only a language model" or “I’m
designed solely to process and gen-
erate text, so I’m unable to assist
you with that." Similar to GPT models, Bard
classification responses were almost random
guesses, that is, responses were true in only
around 50% of the data. Thus, it can not be used
to classify or annotate mental health related data.

Alpaca Alpaca would answer 4-5 prompts and
then start to hallucinate, producing nonsensical
outputs. Therefore, we disregarded its results.

7. Discussion

Our study introduces the first dataset for the same
users’ posts before and after reported depression
diagnosis, this allows for a reliable comparison of
language differences before and after. Our experi-
ment shows that chunking data rows into one-week
chunks that align with the clinical periodicity of de-
pression diagnosis validated questionnaires yields
significantly improved results compared to previ-
ous studies that applied the same model for post-
level classification (Boinepelli et al., 2022). This ap-

proach allows for a more precise analysis of trends
and changes over time and makes it easier to de-
tect meaningful patterns. Ultimately, this structured
approach to data processing enhances the accu-
racy and effectiveness of the model, contributing
to a more comprehensive understanding of users’
mental health state transitions.

It becomes apparent from our research that clas-
sical ML models’ performance was low, this reflects
the complexity of the task and the need for pre-
trained models that are able to understand the con-
text to be able to classify mental health related data.

While LLMs are powerful language models
known for their NLP capabilities, LLMs have faced
challenges in certain mental health classification
tasks where they have not performed as effectively
as transformer-based models. The reason could
be in lack of fine-tuning on specific mental health
data. Consequently, LLMs may struggle with tasks
that require a deep understanding of the mental
health context. In such cases, LLMs’ responses
are generated through random guessing, as it lacks
comprehensive contextual awareness. While LLMs
are still a valuable tool in NLP, caution should be
taken when using them on sensitive topics and thor-
ough evaluation should be undertaken.

Our results showed that some LLM models ap-
pear to be hallucinating. “Hallucination" refers to a
situation where the model generates content that
is nonsensical or diverges significantly from the
expected output (Ji et al., 2023). Addressing hal-
lucinations in AI models remains a crucial area of
research and development to ensure their reliability
and usefulness across various applications.

8. Conclusions

In this paper, we collected data from social media
platform X (formerly known as Twitter) for people
potentially suffering from depression before and
after being reportedly diagnosed with depression.
We analyzed the dataset to understand linguistic
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differences between users’ posts before and af-
ter reported depression diagnosis in terms of post-
ing frequency, LIWC metrics, and PoS usage. In
addition, we built a lexicon to filter only the posts
representing or related to depression symptoms.
We also built models to classify users’ posts be-
fore and after diagnosis and compared their perfor-
mance. Our results showed promising results for
transformer-based models (BERT, RoBERTa, and
MentalBERT) in this task while LLMs showed poor
performance with random guessing and hallucinat-
ing. This research encourages researchers to ded-
icate more efforts to the training and enhancement
of large language models, particularly in the context
of mental health-related tasks. The results of our
work have the potential to significantly advance the
early detection of depression within user-generated
content on social media platforms.

9. Ethical Consideration

Our collected dataset contains only publicly avail-
able posts from X, and we are committed to fol-
lowing ethical practices to protect the privacy and
anonymity of the users. To ensure this, the author’s
usernames, which could contain sensitive informa-
tion related to the names or locations of the user,
are not saved or used. Instead, the information was
pre-processed and replaced with user IDs. Social
media data is often sensitive, particularly when it is
related to mental health, and we take great care to
ensure that our dataset is handled responsibly. It
is worth noting that the dataset was labelled based
on users reported being clinically diagnosed with
depression. It was not assessed by experts, thus
there might be posts in the class "after" but does
not represent a depressed state.
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