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Abstract

We present and describe two language resources in this paper: CATalog 1.0, the largest text corpus in Catalan
to date, and CURATE (Corpus Utility for RAting TExt), a modular, parallelizable pipeline used for processing and
scoring documents based on text quality that we have optimised to run in High Performance Computing (HPC)
environments. In the coming sections we describe our data preprocessing pipeline at length; traditional pipelines
usually implement a set of binary filters such that a given document is either in or out. In our experience with
Catalan, in lower-resource settings it is more practical to instead assign a document a soft score to allow for
more flexible decision-making. We describe how the document score is calculated and highlight its interpretability
by showing that it is significantly correlated with human perception as obtained from a comparative judgement
experiment. We additionally describe the different subcorpora that make up CATalog 1.0.
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1. Introduction

Nowadays, with the ever-increasing demand for
data for NLP applications, the need for feasible
solutions to obtain high quality training data has
never been higher. The largest source of which
are typically crawls of the internet, rather than cu-
rated and cleaned sources, housing terabytes of
raw textual data. The content of these crawls typ-
ically varies greatly in terms of topic, but also in
terms of general quality, which can range from pris-
tine to completely undesirable.
Most work includes heavy filtration as a prepro-

cessing step (Ortiz Suárez et al., 2019; Xue et al.,
2021; Rae et al., 2021; Laurençon et al., 2023;
Kudugunta et al., 2023) to separate desirable data
from undesirable data; relevant or clean docu-
ments are separated from irrelevant or unclean
documents using a specific metric or combina-
tion thereof such as reaching a minimum number
of sentences or not containing a certain number
of specific strings or substrings (e.g. Facebook,
cookies, Lorem Impsum, etc). Typically, these
features aim to determine if a document is well-
formed or contains enough textual data to be rel-
evant, for example, for the purposes of training a
language model. The result of this filtration yields
documents that are either in or out. However, text
quality can be viewed as a continuous spectrum
taking into account many different aspects. For
instance, a text may contain several sentences
but be oddly punctuated, or it may be well-formed
while having very low lexical richness.

*These authors contributed equally to this work

These considerations regarding text quality are
especially relevant in low-to-mid resource scenar-
ios (Artetxe et al., 2022) as it can allow for a more
flexible way to build a dataset and more easily ex-
amine the interaction between data quantity and
quality. For instance, in a low-resource setting, it
might be beneficial to be more forgiving in the case
of a text that is oddly punctuated, but that is other-
wise of sufficiently high quality.

We highlight the importance of efficient pro-
cessing methods when dealing with large corpora;
given the current data requirements of language
models, even in mid-resource scenarios, we typi-
cally deal with large amounts of data in absolute
terms. For Catalan, Galician and Basque, inter-
net crawls can contain up to millions of documents
(Xue et al., 2021; Abadji et al., 2022; Kudugunta
et al., 2023), and therefore preprocessing steps
such as deduplication or filtration can be time-
consuming or even intractable if the applied meth-
ods are inefficient.
This paper presents CATalog 1.0 and CURATE:

A large, multi-domain corpus in Catalan, and the
pipeline used to obtain it from its raw form. We de-
velop the pipeline with specific principles of adapt-
ability, continuity andmodularity in mind. In the
upcoming sections we describe the original data
in terms of domain and size. We additionally de-
scribe in detail the preprocessing steps we per-
form to clean and score documents, as well as the
effect this has on the final output. We highlight
that our pipeline is designed to handle large vol-
umes of data efficiently in HPC environments, and
that our decision to assign the documents contin-
uous scores and to determine a threshold a poste-
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riori allows for a more efficient use, such that the
pipeline does not need to be completely rerun if a
more lenient filtration needs to be applied in order
to maximise training data.
In addition, to demonstrate the accuracy of the

applied soft-labels, we perform human evaluation
on the scored document and examine the corre-
lation between the document scores and human
evaluator judgement.
Human evaluation is done through a compar-

ative judgement experiment involving native and
near-native Catalan speakers. Although the data
used in the experiment is significantly smaller com-
pared to the corpus size, the results are still infor-
mative. They do suggest that the pipeline’s evalu-
ation framework effectively captures high-level as-
pects of text quality.

2. Context and Motivation

Recent years have seen many advancements in
language modelling, with larger language models
seemingly around every upcoming corner (Lieber
et al., 2021; Smith et al., 2022; Thoppilan et al.,
2022). This tendency of creating language models
of ever-increasing sizes comeswith greater depen-
dency on computational resources and data, as
highlighted in Hoffmann et al. (2022). The value
of adequate data in this context cannot be over-
stated.
Furthermore, there has been a major shift to-

wards scrutinising several aspects of the content
of the data used for training language models. For
instance, there is heavy debate revolving the use-
fulness of deduplication with some works high-
lighting its advantages (Lee et al., 2022; Rae
et al., 2021; Hernandez et al., 2022), while others
demonstrate its drawbacks (Wenzek et al., 2019).
Other efforts are centred around the actual pre-
processing of data. In general, the different ap-
proaches proposed are extremely useful for obtain-
ing large volumes of data in the most widespread
languages, but present several inequalities when
dealing with mid or under-resourced languages
(Ranathunga and de Silva, 2022). Problems such
as not correctly identifying the language (Caswell
et al., 2020), not obtaining sufficient amounts of
data (Rehm and Way, 2023) or not processing
the information properly due to the generality of
the heuristics used in the cleaning or because
they are designed on higher-resourced languages
(Kreutzer et al., 2022). In this section, we highlight
the different works and contributions that also at-
tempt to tackle this task of creating corpora from
different sources and how their approaches tie in
with ours, specifically with the principles of modu-
larity, continuity, and adaptability.
Modularity. We have developed CURATE

as a set of independent modules designed to
be executed sequentially, either manually or by
some higher-level program, while storing the out-
put of intermediate steps in common formats and
in agreed upon locations. This allowed our team
to work in parallel, while making it easy to track
bugs or inefficiencies when something went wrong.
Additionally this makes the pipeline more flexible,
allowing us to hot-swap or even remove steps de-
pending on the desired application.
Although modularity is a widespread aspect in

software development since it is a good practice,
there are different opinions about the modules that
are useful in document-oriented data processing
pipelines. Some of the most common are dedu-
plication (Lee et al., 2022), reformatting (Jennings
et al., 2023), language identification (Kudugunta
et al., 2023), quality evaluation (Abadji et al.,
2021), quality filtering (Xue et al., 2021), down-
stream task data removal (Smith et al., 2022) and
sampling (Brown et al., 2020). We include many
of these in our pipeline as shown in Section 3.
Continuity. As mentioned in the introduc-

tion, the general approach in most textual data
cleansing is based on performing a binary filter-
ing through a series of heuristics (Xue et al.,
2021; Rae et al., 2021; Laurençon et al., 2023;
Kudugunta et al., 2023; Nguyen et al., 2023).
In contrast, CURATE offers a continuous output,
which aims to cover the full spectrum of quality
that a collection of texts can contain. In this sense,
there are very few alternatives that offer this ap-
proach to the best of our knowledge. An exam-
ple where this binary filtering is not done is de-
scribed in Abadji et al. (2021), where it is explained
how some annotations are assigned to documents
based on some heuristics. In a sense, CURATE
aims to combine some of these (or similar) heuris-
tics, among many others, and compute them to as-
sign a continuous score between 0 and 1 that is
intuitive for sampling.
Adaptability. We refer to CURATE’s ability to

integrate multiple sources with very different for-
mats in a simple way, since it first normalizes all
these sources and converts them into a document-
oriented representation that is interpretable by the
rest of the pipeline modules, similarly to the ap-
proach used in Gao et al. (2020), where the final
dataset is composed of 22 sub-datasets. How-
ever, there are not many precedents that unify so
many data sources, and that offer the possibility
of combining web sources with higher quality data.
Most of the available tools are mainly focused on
processing Common Crawl dumps (Abadji et al.,
2021; Wenzek et al., 2019).
Catalan is considered by many sources to be a

mid-resourced (Ortiz Suárez et al., 2020) or even
under-resourced language (Bañón et al., 2022). In
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fact, in Rehm and Way (2023), which analyzes
the situation of around 30 European languages,
Catalan is placed in the group of languages with
fragmentary support, far away from English, with
good support, and below the exclusive group of
languages withmoderate support. For this reason,
Catalan also presents some of the problems de-
scribed in this section. So far the largest Catalan
datasets that have been released are the Catalan
part of the mC4 (Xue et al., 2021), with approxi-
mately 7B words by our count (13B tokens accord-
ing to the paper), and the recently released Colos-
sal OSCAR 1.0, with about 15B words. However,
considering that the English counterparts of the
same corpora are orders of magnitude larger, it is
clear that the lack of data can be a limiting factor for
the development of more robust language models,
especially when considering the scaling laws pre-
sented in Hoffmann et al. (2022). Moreover, these
datasets contain only web-sourced data as they
come from Common Crawl dumps, which are very
useful for obtaining large volumes of data but lack
variety and quality.
With this mind, we follow three mentioned de-

sign principles to create CURATE, and use it to
build CATalog 1.0, the largest dataset in Catalan
to date, which contains parts of Colossal OSCAR
1.0 and mC4 in Catalan, plus many others, for a
total of 17.45B words. It should be noted that CAT-
alog 1.0 is only one example of the application of
CURATE, and that this can be replicated with other
languages with similar characteristics. The details
of the dataset are described in Section 4. We pub-
licly release the data* under a set of permissive
licenses; and the code*, under the Apache 2.0 li-
cense*.

3. Methods

In this section we describe the different methods
CURATE employs for data processing, and how
they align with the three principles described in the
previous section. It has been approached from a
modular perspective, so each subsection focuses
on one module.

3.1. Data Management and Reformatting

As mentioned in Section 2, the adaptability of the
pipeline is one of the principles that govern its way
of being. To this end, it is prepared to integrate
different data sources, so that each input format
has a reading method that transforms the original

*https://huggingface.co/datasets/projecte-aina/
CATalog/tree/main

*https://github.com/langtech-bsc/CURATE/tree/
main

*https://www.apache.org/licenses/LICENSE-2.0

format into a particular document representation
(see Section 3.3). For new input formats not cov-
ered, adding them is as simple as adding a read-
ing method; the rest of the work will be done by
CURATE. In addition, to facilitate the management
of various sources, datasets are kept along with a
set of metadata that allow data governance and
facilitate task automation. Finally, the metadata
module itself splits the original dataset into parts
of 1GB, or alternatively the most atomic size of its
source files, in order to facilitate parallel process-
ing of each of these parts.

3.2. Deduplication

The pipeline applies a simple three-step process
for (exact) deduplication of the dataset. In the
first step, hash deduplication is applied within each
part (always<= 1GB) of the dataset, and the hash
values are saved for the second step. During the
second step, these hash values are used to dedu-
plicate documents between parts. Finally, in the
third step, the documents are reorganized again,
so that they belong again to the original subpart
of the dataset. Results are saved in the speci-
fied output format. This method of processing doc-
uments allows deduplication to scale easily and
quickly since the first and third step allow a par-
allel computation between different parts of the
dataset, while the second step compares indepen-
dently hash-values ranges over the entire dataset.

3.3. Document Representation

Each input format takes in the raw text of a doc-
ument D and splits it into paragraphs P 1, . . . PNp .
This is done differently depending on the source
of the documents, as they use different represen-
tations for paragraph separation (for instance, a
book might just use a line break, whereas an
HTML file might have different tags indicating it).
Then, each paragraph P j is split into sentences
Sbj , Sbj+1 , . . . , Sej−1 , Sej . We obtain that the doc-
ument contains the sentences S1, . . . , SeNp . For
some input formats we also remove leading or tail-
ing paragraphs of a document that contain certain
common repetitive phrases specific to web crawl-
ings (such as cookie policy or follow us).

3.4. Language Identification

We run each sentence of each document through
the FastText language identification pipeline
(Kudugunta et al., 2023) to obtain the probabilities
of the languages in which each sentence is
written, and then calculate an average (weighted
by number of words) of these probabilities to
obtain an approximation of the fraction of each
language in the document. The language for

https://huggingface.co/datasets/projecte-aina/CATalog/tree/main
https://huggingface.co/datasets/projecte-aina/CATalog/tree/main
https://github.com/langtech-bsc/CURATE/tree/main
https://github.com/langtech-bsc/CURATE/tree/main
https://www.apache.org/licenses/LICENSE-2.0


338

Legend

Score

Partial Score

Aggregator function

Evaluator

...

...

...

...

...

...

...
...

...

Figure 1: Document evaluation diagram.

which this estimate is largest will be considered
the main language of the document (provided that
the estimate exceeds a certain threshold, which in
our experiments is fixed to 0.5). When we run the
pipeline, we specify a list of languages of interest.
The documents whose main language is in this
list will be written to separate files (one for each
language) for easy access in the sampling step.
These language percentage estimates are also
used in some of the document evaluators (see
Section 3.7).

3.5. Preprocessing

We apply a series of filters to each sentence Si of
each document D. These are designed to make
small adjustments such as ensuring the encoding
is correct, removing parts of the sentence that are
clearly not desirable such as surrounding whites-
pace, etc. They should not affect the actual con-
tent of the text.

3.6. Document Evaluation

Once we have a document D in our internal rep-
resentation, and it has been preprocessed, we
wish to assign it a score between 0 and 1, which
we will later use to filter the whole dataset more
or less aggressively, depending on human eval-
uation and the task at hand. For this, we de-
fine several individual evaluators at the sentence
(x1, . . . , xs), paragraph (y1, . . . , yp) and document
(z1, . . . , zd) levels that judge the quality of the text
contained in the appropriate object and assigns it
a score between 0 and 1. These evaluators can be
adjusted individually, and then are combined in the
process described below (for a more visual expla-
nation of the hierarchical scoring process, see Fig-
ure 1). Note that the process is applied indepen-
dently to each document, so we have omitted the
indexes indicating the document number to avoid
cluttering the notation.

• For each sentence, Si we get sentence
scores xi

1 = x1(S
i), . . . , xi

s = xs(S
i). We ag-

gregate these scores into a single score Xi,
which is their geometric mean.

• For each paragraph Pj we get a set of
scores yj1 = y1(P

j), . . . , yjp = yp(P
j), as

well as the total scores of its sentences
Xbj , Xbj+1, . . . , Xej−1, Xej . We aggregate
the scores Xi of the sentences of the para-
graph into their geometric mean Y j

partial, and
again we aggregate the paragraph scores yjk
together with Y j

partial, obtaining Y j .

• Finally, the document D has its own scores
zD1 = z1(D), . . . , zDd = zd(D), as well as
the total scores of its paragraphs Y 1, . . . , Y Np .
We combine them analogously to the pro-
cess we used to obtain the paragraph scores
Y j , obtaining partial (ZD

partial) and final (ZD)
scores for the document D.

One might think that using a linear model for the
scores (just letting them take any real value and
adding them up, scaled by constants) is equivalent
to this process. The reason for sticking to scores
between 0 and 1 and using multiplication (in our
case, geometric means) is to encourage the cre-
ators of the evaluators to think of them like a prob-
ability that the sentence, paragraph or document
has of being desirable.

3.7. Evaluators

The evaluators are functions that, given some sen-
tence, paragraph or document properties (such as
number of words), return a score between 0 and
1. In order to adjust the shape of the function, a
list of interpolation points are given to each func-
tion, and to obtain the score for that function, we
linearly interpolate between the two nearest pre-
scribed points. Here we describe the evaluators
that we have used to score each document:
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Figure 2: Given two documents with different CURATE scores, a native speaker will prefer the document
with highest score 70% of the time, represented by the solid gray line. Each bar along the x axis repre-
sents 25 pairs of documents within a certain score difference range (dashed line, with the number above
it indicating the average score difference in that range), and the y axis represents the number of times
the document with the highest score is preferred by a human.

Minimum Words per Document A simple eval-
uator that penalizes a document based on a mini-
mum number of words. We empirically determine
that any document containing under 300 words
should be penalized. Penalties are assigned via
the interpolation-based method described in this
section such that the score decreases linearly with
the number of missing words with respect to the
threshold.

Average Word per Sentence This evaluator
computes the average number of words per sen-
tence according to the following formula:

W =

∑Np

j=1

∑ej
i=bj

|Si|∑Np

j=1 |P j |
(1)

That is, the total number of words it contains di-
vided by the total number of sentences. We empir-
ically determine two different cut-offs, penalizing
values that are too high or too low. This reflects
the intuition that a text with sentences that are very
short are undesirable, whereas one with very long
sentences may be poorly punctuated.

Punctuation per Word Rate With this evaluator,
we aim to examine the relationship between punc-
tuation signs and the number of words in a docu-
ment. We compute the punctuation per word rate
by dividing the number of punctuation characters
by the number of total words. For simplicity, let D′

be the document D viewed as a sequence of M
characters c1, · · · , cm. We then simply divide the
number of punctuation characters (i.e. belonging
to a set of specific punctuation characters Punc)
by the number of words as shown in:

PWRate =
|{1 ≤ i ≤ m | ci ∈ Punct}|

m
(2)

Similarly to the average words per sentence
evaluator, we also establish an upper bound a
lower bound from which we start penalizing; little
or no punctuation in a document may indicate re-
duced document richness, while an excess thereof
might be a sign that the document is malformed.

Unique Sentences Ratio This evaluator exam-
ines repeated sentences in the same document.
We do this by dividing the number of unique sen-
tences by the number of total sentences. We con-
sider the presence of repeated sentences to be a
generally negative trait, and therefore begin to pe-
nalize the document if any repeated sentences are
detected.

Stopword Ratio We consider stopwords to be
strong indicators of text quality such that their ab-
sence may suggest a document is a word list, not
suitable for NLP development, or mostly numerical
data. We compute the stopword-to-content-word
ratio by dividing the number of stopwords by the
number of total words. Penalization in this case is
single-sided (i.e. we apply a penalty to the docu-
ment if there are too few stopwords)

Brunet Index The Brunet W index is a measure
of textual richness originally described in Brunet
et al. (1978) that is computed using the following
formula:

W = NV −0.165

(3)

where N is the total number of words and V is the
number of distinct words. Many applications of
this index are applied to stemmed tokens (Khod-
abakhsh et al., 2015; Slegers et al., 2018). Be-
cause the pipeline is meant to deal with large vol-
umes of data, performing extensive token prepro-
cessing such as stemming or lemmatization would
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render it much less efficient. Penalisation is single-
sided.

Bad Language ID We follow Kudugunta et al.
(2023) and use the results from the language iden-
tification step (see Section 3.4) to penalize docu-
ments that contain other languages besides the
expected languages if they exceed a specific per-
centage.

Cursed Regex We again follow Kudugunta et al.
(2023) and apply the cursed regex evaluator they
present that penalizes documents for containing
certain keywords. We penalize and use the same
regular expressions they use in their paper.

Too Long Word We consider documents that
contain words that are too long to be undesirable.
This evaluator penalizes a document if it has one
or several words that exceed a maximum length,
as long as these words only consist of alphabetic
characters. The penalty increases for each long
word in the document. The penalty is one-sided.

Too Frequent Character The too frequent char-
acter evaluator checks the characters of the most
frequent word in the corpus to see if that word
is over-represented in a given document in doc-
uments that pass a certain length. The penalty is
one-sided.

Weird Streak This evaluator examines well-
formedness in documents by applying a penalty if
several non-alphanumeric characters appear con-
secutively. This penalty is one-sided.

3.8. Sampling

At the end of the pipeline, if one wants to ob-
tain a dataset with certain properties, this can be
framed in terms of selecting or rejecting certain
documents based on properties like their main lan-
guage (see Section 3.4), final evaluation score
(see Section 3.6). FFor the evaluation score, we
suggest setting a minimum threshold score to be
selected, based either on human evaluation or the
desired number of documents/tokens for the task.
Alternatively, one can do a stratified sample where
selection probabilities is manually selected for dif-
ferent score ranges.

3.9. Experimental Setup

To evaluate the correlation between the scores as-
signed by the pipeline and the documents that are
actually desirable, we set up a comparative judge-
ment experiment with 15 native Catalan speak-
ers. We selected 375 random pairs of documents

from our dataset that had been passed through the
pipeline with the same parameters. We showed
25 of these pairs to each person and, for each pair,
asked them to choose the document that they con-
sidered better, according to the following criteria:

• Written in Catalan: The document primarily
uses Catalan, with minimal other languages.

• Error-free: No spelling, grammar, or struc-
tural mistakes.

• Adheres to Catalan rules: It follows stan-
dard Catalan writing conventions.

• Fluency: The language is understandable
and natural.

• Naturalness: The text seems human-written,
not artificial.

• Well-structured: The document presents in-
formation effectively.

We did not give any further instructions to the
reviewers in order not to bias them towards any
particular criteria, such as the heuristics used in
CURATE.

4. CATalog 1.0

As a result of the application of CURATE, de-
scribed in Section 3, and together with a great ef-
fort in the compilation of data sources, we present
CATalog 1.0, the largest Catalan dataset that has
been published to date. This dataset is consti-
tuted by combining several sources, whose re-
trieval methods can be classified into two groups:
1. Web-sourced datasets with some preprocess-

ing available under permissive licence or
domain-specific raw crawls.

2. Manually curated data obtained through col-
laborators, data providers (by means of le-
gal assignment agreements) or open source
projects.

The CURATE evaluators have only been ap-
plied to the data in the first group, while those in
the second group have been added to the dataset
with the highest score (one), as their quality has
been carefully reviewed and manually curated.
The first group includes the Catalan sections of

the following datasets: mC4 (Xue et al., 2021), OS-
CAR 22.01 and 23.01 (Abadji et al., 2022), caWaC
(Ljubešić and Toral, 2014), MaCoCu (Bañón et al.,
2022) and some minor Wikimedia initiatives (Wik-
ibooks*, Wikisource*, Wikinews*, Wikiquote*), as

*https://www.wikibooks.org/
*https://en.wikisource.org/
*https://www.wikinews.org/
*https://www.wikiquote.org/

https://www.wikibooks.org/
https://en.wikisource.org/
https://www.wikinews.org/
https://www.wikiquote.org/
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Figure 3: Final document score distribution for web-sourced corpora.

well as a crawling of the most popular websites
of the .cat domain (Armengol-Estapé et al., 2021)
and the Racó Català Fòrums*. These sources add
up to a total of 15,251.18 million words, which rep-
resents 87.4% of the total resulting dataset.
The second group contains a wide variety of

high quality but smaller sources:

• On the one hand, it contains data provided by
media that carry out their main activity in Cata-
lan. This data has been obtained in all cases
by legal agreement with the data providers.
These texts are mainly made up of journalis-
tic articles of a very diverse nature, dealing
with current affairs, especially in the region
of Catalonia, but also national and interna-
tional. These media are IB3*, Grup El Món*,
Vilaweb*, Nació Digital*, ACN*, Racó Català*
(RC) and Aquí Berguedà*. Other collabora-
tors have also contributed data, such as TDX*,
in its case providing scientific texts (doctoral
theses in Catalan).

• On the other hand, it contains openly licensed
texts extracted ad hoc from the web, but in a
very cautious and manually revised way. This
is the case of the Diari Oficial de la General-
itat de Catalunya* (DOGC), the transcripts of
the plenary sessions of the Parliament of Cat-
alonia* (PC), the Catalan Wikipedia*, and the
books in Catalan of the Gutenberg project*.
The operationalization of the data acquisi-

*https://www.racocatala.cat/forums
*https://ib3.org/
*https://grupmon.cat/
*https://www.vilaweb.cat/
*https://www.naciodigital.cat/
*https://www.acn.cat/
*https://www.racocatala.cat/
*https://www.aquibergueda.cat/
*https://www.tesisenred.net/
*https://dogc.gencat.cat/ca/
*https://www.parlament.cat/
*https://ca.wikipedia.org/
*https://www.gutenberg.org/

tion of the first three sources is described in
Gonzalez-Aguirre et al. (2024).

• In addition, some sources of the Valencian
variant have been integrated in order to obtain
a certain representation of the whole Catalan-
speaking region. These data have been ob-
tained through collaboration with the VIVES
project on language technologies in the Va-
lencian Community. These sources include
the transcriptions of the sessions of the Va-
lencian Parliament* (DSCV), the Diari Oficial
de la Generalitat Valenciana* (DOGV) and
the Butlletí Oficial de la Universitat d’Alacant*
(BOUA).

This second group totals 1,601.27 million words,
which represents 9.18% of CATalog 1.0.

Finally, a third group should be added to the
classification. This is a particular filtering of the
recently released Colossal OSCAR 1.0 (CO), car-
ried out by the DFKI on the basis of the annota-
tions resulting from the application of the Ungo-
liant pipeline (Abadji et al., 2021). Due to overlap-
ping issues, only the sections corresponding to the
cleaning of three CC dumps have been integrated:
2023-23, 2023-14 and 2022-27. Because of prior
harsh filtering, this contribution, which makes up
3.43% of the dataset and comprises a total of
598.04 million words, has been combined into the
dataset with the highest default score (one).
The sum of these three groups gives CATalog

1.0 a total of 17,450,496,729 words (about 23B
tokens) distributed in 34,816,765 documents. The
dataset is composed of 26 subdatasets. Each sub-
dataset can consist of one or multiple parts (each
part corresponds to a file) depending on its original
size, but can always be identified separately from
the rest. Some datasets have specific usage re-
strictions, so CATalog 1.0 has been released with
the particularity that some of its components are
covered by a different licence, which is detailed in

*https://www.cortsvalencianes.es/
*https://dogv.gva.es/
*https://www.boua.ua.es/

https://www.racocatala.cat/forums
https://ib3.org/
https://grupmon.cat/
https://www.vilaweb.cat/
https://www.naciodigital.cat/
https://www.acn.cat/
https://www.racocatala.cat/
https://www.aquibergueda.cat/
https://www.tesisenred.net/
https://dogc.gencat.cat/ca/
https://www.parlament.cat/
https://ca.wikipedia.org/
https://www.gutenberg.org/
https://www.cortsvalencianes.es/
https://dogv.gva.es/
https://www.boua.ua.es/
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the official repository. In this way, we do not preju-
dice the data with more permissive licenses. Each
part contains thousands of documents, and each
document includes six fields:

• document: document identifier. Each docu-
ment is identified by the subdataset code, the
part number and this ID.

• text: the plain text of the document, with para-
graphs separated by two newlines escape se-
quences.

• score: Each of the documents is associated
with a corresponding score, i.e. there is no fil-
tering beyond the preprocessing. We leave
the choice of sampling strategy to the data
consumers. The distribution of documents by
score and source can be found in Figure 3.

• strategy: strategy used to evaluate the doc-
ument. curate if it is a subdataset of the first
group and perfect if it is a subdataset of the
second or third group.

• languages: dictionary of languages identified
in the document.

• url: link to the document (if available).

In order to provide a general idea of the contents
of each of the subdatasets that make up CATalog
1.0, we have classified these sources into the fol-
lowing categories according to their domain: Web,
Journalistic, Scientific, Social, Legal, Political and
Books. Additionally to their particular domain, the
subdatasets of the Valencian Parliament, the Cata-
lan Parliament and Racó Català Fòrums mainly
consist of dialogues. Moreover, it includes the
source curation method (Manual, CURATE, Ungo-
liant), as well as the absolute and relative contribu-
tion of each source to the final dataset.

5. Discussion

As mentioned in Section 3.9, we performed a hu-
man evaluation of the pipeline’s output to deter-
mine if it could actually assess the quality of docu-
ments and thus produce a high quality dataset by
using an appropriate sampling strategy (see Sec-
tion 3.8). We have obtained 375 pairs of docu-
ments, each with the preferred one by a human
evaluator. We also have access to the scores
given by the pipeline to each of these documents.
Our goal with this is to determine whether scores
given by the pipeline can accurately predict text
quality, in terms of well-formed Catalan text pro-
duced by a human.
With the scores provided by the pipeline, we are

able to correctly predict which document is pre-
ferred 261 times, or 70% of the time. This gives a

Kendall’s coefficient τ of 0.39. Overall, this means
that we can say with confidence that the pipeline
scores are positively correlated with the human
scores (p < 10−10), and that we can be 95% con-
fident that the score assigned by our pipeline will
predict the human preference more than 65% of
the time in a pairwise comparison. We note that
the accuracy of these predictions is highly depen-
dent on the actual score difference given by the
pipeline. This is illustrated in Figure 2. We see
that with a score difference over 0.1 the document
with the highest score is preferred over 80% of the
time. We acknowledge limitations on the scope of
this testing. It is based on few human evaluators
of similar backgrounds, and texts only in Catalan.
Further testing and maybe tuning of the prepro-

cessing filters and evaluators will be needed in or-
der to adapt the pipeline to other domains. How-
ever, for the purposes of publishing the CATalog
1.0 we are certain that the scores given reflect ac-
tual text quality according to the criteria specified
in Section 3.9. Therefore, they can be used to cu-
rate high-quality pretraining datasets in Catalan as
proposed in Section 3.8.

6. Conclusion and Future Work

We presented CATalog 1.0, an extensive Catalan
corpus of 17.45B words resulting from the inter-
disciplinary development of CURATE, our text pro-
cessing tool. Our methodology deviates from the
conventional binary approach to corpus filtering
that is commonly used to process large corpora.
Instead, we evaluate corpus documents along a
continuous spectrum, allowing us to fully exploit
the corpus for training and analysis, which is par-
ticularly beneficial for low- and medium-resource
languages. The human evaluation in Section 5
demonstrates the effectiveness of our scoring sys-
tem, as documents of higher perceived quality are
mostly scored higher than those of lower quality.
In addition, we release both the corpus and the
code developed for CURATE under permissive li-
censes that allow use by researchers and commer-
cial entities alike.
CURATE includes a topic labeling module that

filters specific content such as adult material, abu-
sive language, or boilerplate from a corpus. It cat-
egorizes documents asynchronously with a fine-
tuned Transformer Encodermodel that determines
their relevance to the topic and generate a sepa-
rate score. However, these filters are missing in
CATalog 1.0. For this reason, we plan to include
different topic classifier models in the future to bet-
ter assess corpus quality from different perspec-
tives.
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8. Ethical Considerations and
Limitations

Efficiency vs. Reliability In developing CU-
RATE, we faced a trade-off between performance
and latency. We benchmarked sentence tokeniz-
ers for efficiency, including the Europarl sentence
splitter by Philipp Koehn and Josh Schroeder*,
spaCy’s tokenizer (Honnibal and Montani, 2017),
and the Punkt Sentence Tokenizer from the nltk
package (Bird et al., 2009). The Punkt Tokenizer
was the most efficient, being 6.5 times faster than
Europarl and 18 times faster than spaCy. Given
the large data volume, we chose this efficient im-
plementation, aware it may occasionally produce
suboptimal tokenizations. However, our evalua-
tors, as explained in Section 3.7, are designed to
produce a score that does not depend solely on
correct tokenization. Improving tokenization accu-
racy usually requires more time and computing re-
sources, which would increase text processing la-
tency. Balancing high performance with accuracy
is a task for future development, not only regarding
tokenization, but within the whole pipeline.

Dialectal variety When collecting content from
web-crawled sources, we often find that standard
language varieties are over-represented (Dunn,
2020), which can significantly impact the perfor-
mance of language models. While topic and do-
main variety in the training data is known to im-
prove the generalization capabilities of LLMs (Gao
et al., 2020; Artetxe et al., 2022), we must also
emphasize the importance of language diversity.
If our training data is dominated by the standard
language variant, this will negatively affect the
model’s accuracy in encoding and generating non-
standard dialects. Consequently, this could lead
to the exclusion of certain demographic groups
(Weidinger et al., 2021). Indeed, NLP applications
tend to perform poorly when trained on one de-
mographic sample and tested on another (Plank,

*https://pypi.org/project/sentence-splitter/

2016; Hovy and Prabhumoye, 2021).
Our corpus consists mainly of web-crawled con-

tent in Central Catalan, which is the standard vari-
ant with the most demographic weight, spoken in
the province of Barcelona and most of Tarragona
and Girona. However, we aim to include other di-
alects as well. In Section 4, we discussed the man-
ual inclusion of sources from Valencian (BOUA,
DOGC, DOGV, Les Corts Valencianes), as spo-
ken in the Valencian Community; and Balearic
Catalan (IB3), as spoken in the Balearic Islands.
These dialects account for 0.98% and 0.1% of the
words in the whole corpus, respectively. In addi-
tion, we include posts and conversations from the
Racó Català Fòrums, which reflect more diverse
sociolects. While the dependence on large web-
crawled sources tends to favor dominant voices
and language varieties in our corpus, we hope that
our focus on diverse data sources across different
domains and geographical regions will contribute
to a more representative Catalan dataset in the fu-
ture.

Data Ownership and Copyright Web-scraped
data presents legal uncertainties in different juris-
dictions that affect data creators and users. While
academic researchers enjoy fair use rights, these
protections may not apply to commercial use. We
only release datasets under permissive licenses
such as CC-BY*, CC-BY-SA*, CC0*, and Open
Data Agreements. However, data creators should
adopt best practices to protect the privacy of indi-
viduals within their datasets. Some suggested ap-
proaches include the use of anonymization tools
such as regular expressions or NER tagging (Lau-
rençon et al., 2023), while others allow contribu-
tors to opt out of sharing their data (Kocetkov et al.,
2022). Given the nature of web-scraped data,
ensuring privacy is challenging because person-
ally identifiable information (PII) appears in multi-
ple documents, is intertwined with useful general
knowledge, and is difficult to remove effectively at
scale (Wallace et al., 2020). While our efforts for
this initiative are not yet sufficient, we believe it is
important to identify and protect potential PII to ad-
dress privacy concerns in future steps.
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A. Appendix

A.1. CATalog 1.0 details

Source Domain Curation Parts Words Percentage
mC4 Web CURATE 19 6,377.99 36.55%
OSCAR 23.01 Web CURATE 10 2,171.68 12.45%
OSCAR 22.01 Web CURATE 14 1,397.77 8.01%
caWaC Web CURATE 13 1,394.81 7.99%
MaCoCu Web CURATE 11 1,724.07 9.88%
Populars .cat Web CURATE 53 838.42 4.81%
CO 2023-23 Web Ungoliant 1 207.59 1.19%
CO 2023-14 Web Ungoliant 1 195.43 1.12%
CO 2022-17 Web Ungoliant 1 195.03 1.12%
Wikimedia Web CURATE 1 3.90 0.02%
TDX Scientific Manual 3 323.60 1.85%
Wikipedia Scientific Manual 1 266.69 1.53%
IB3 Journalistic Manual 1 15.82 0.09%
Grup El Món Journalistic Manual 1 85.27 0.49%
Vilaweb Journalistic Manual 1 46.90 0.27%
Nació Digital Journalistic Manual 1 216.27 1.24%
ACN Journalistic Manual 2 81.25 0.47%
RC Articles Journalistic Manual 4 358.57 2.06%
Aquí Berguedà Journalistic Manual 1 8.27 0.05%
PC Political Manual 1 10.09 0.06%
DSCV Political Manual 2 26.88 0.15%
DOGV Legal Manual 1 76.48 0.44%
DOGC Legal Manual 1 70.51 0.40%
BOUA Legal Manual 1 12.42 0.08%
RC Fòrums Social CURATE 1 1,342.53 7.69%
Gutenberg Books Manual 1 1.29 0.01%
Total - - - 17,450.50 100%

Table 1: Classification of the 26 subdatasets that make up CATalog 1.0 along with their domain, their
method of curation, their number of parts, their total number of words (in millions) and the percentage
contribution to the total dataset.
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A.2. CURATE’s dataflow

Figure 4: Dataflow.
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