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Abstract
Research in low-resource language is often hampered due to the under-representation of how the language is being
used in reality. This is particularly true for Indonesian language because there is a limited variety of textual datasets,
and majority were acquired from official sources with formal writing style. All the more for the task of geoparsing,
which could be implemented for navigation and travel planning applications, such datasets are rare, even in the
high-resource languages, such as English. Being aware of the need for a new resource in both languages for this
specific task, we constructed a new dataset comprising both Indonesian and English from personal travelogue
articles. Our dataset consists of 88 articles, exactly half of them written in each language. We covered both named
and nominal expressions of four entity types related to travel: location, facility, transportation, and line. We also
conducted experiments by training classifiers to recognise named entities and their nominal expressions. The results
of our experiments showed a promising future use of our dataset as we obtained F1-score above 0.9 for both languages.

Keywords: Corpus (Creation, Annotation, etc.), Less-Resourced/Endangered Languages, Multilinguality

1. Introduction

As a low-resource language, Indonesian has an
increasing number of speakers and potential de-
velopments. However, research in Indonesian lan-
guage often face challenges, such as difficulty in
collecting standardised dataset for specific task,
which is causing the issues in the reproducibility of
past research. To encourage more research in In-
donesian by providing publicly available language
resources, we constructed a new dataset which is
more representative of how Indonesian language
is being used in reality.

Currently, improving the accessibility of Indone-
sian language resources is crucial to support var-
ious demands in Indonesia. In particular, we fo-
cus on a geoparsing task among others that deal
with entities of location. The COVID-19 outbreak
has drawn more attention to the dynamics between
tourists and major destinations, such as Indonesia.
Texts are valuable resources to analyse these dy-
namics as they contain information about human
behaviours, experiences, and reputations of tourist
spots. Such information is essential for the local
government to manage and promote the country.

Considering the challenges in geoparsing, such
as ambiguous entity types due to common names
(e.g., whether the word ’Soetomo’ refers to a road,
a hospital, or other entities), we designed an anno-
tation scheme which covers not only named expres-
sions, but also nominal expressions. For instance,
the geographic entity ’Soetomo Hospital’ is some-
times referred by nominal expressions, such as
’the hospital’ and ’this building’. By recognising the
nominal expressions, end-user applications based
on geoparsing would be more accurate in disam-
biguating entities mentioned.

In this work, we present an Indonesian-English
comparable (having almost the same content and
similar mentions of entities) travelogue dataset. We
covered English articles to provide a more diverse
dataset and to improve language technologies for
other languages. Figure 1 shows an example of an-
notated texts in our dataset. Our dataset includes
two main characteristics: (i) Indonesian-English
comparable contents1 and (ii) annotations of geo-
graphic expressions2. In particular, we annotated
not only named expressions (e.g., ’Daya Station’
and ’Tana Toraja’), but also nominal expressions
(e.g., ’bus’ and ’route’). This point distinguishes our
dataset from typical datasets of named entities.

In the following, we would further elaborate on
the construction of our dataset and the subse-
quent evaluations. We conducted experiments on
our dataset to clarify the performance level of cur-
rent entity analysis systems. More specifically, we
trained classifiers on our dataset to recognise both
named entities and nominal expressions. The re-
sults showed a promising future use of our dataset
as we obtained F1-score above 0.9 for both lan-
guages. Other potential utilisations of our dataset
are for comparison analysis and transfer learning,
where we attempt to leverage a model trained on
high-resource languages to handle low-resource
languages.

We will release our annotated dataset and
experimental codes at https://github.com/
naist-nlp/mtd-gem.

1Our dataset is not a parallel corpus because some
phrases and sentences cannot be aligned between In-
donesian and English travelogues.

2This is the first step towards geoparsing where we
covered the recognition of geographic entity mentions.

https://github.com/naist-nlp/mtd-gem
https://github.com/naist-nlp/mtd-gem
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Figure 1: Example of Annotated Sentences in Our Dataset

2. Related Work

Our work is motivated by the fact that Indonesian
is still considered as low-resource and that we per-
ceive a substantial utilisation of the dataset con-
structed from personal travel documentation. Be-
sides having mentions of named entities and nomi-
nal expressions, travelogue articles also include in-
formation, such as the sequence of visits to places
and the author’s impressions. The sequence of vis-
its could be used to determine the trajectory of travel
and factuality analysis (whether a location is indeed
being visited or only mentioned), which would be
useful for fellow travellers in trip planning. Then, the
author’s impressions could be used for semantic
analysis, which would be helpful in providing feed-
back to the government or relevant organisations
for event management and site maintenance.

2.1. Low-Resource Languages

Low-resource languages (LRLs) were defined as
languages spoken in the world with less linguistic
resources for language technologies (Cieri et al.,
2016). In the research done by Joshi et al. (2020),
the distribution of language resources was further
divided into six clusters. Indonesian language was
put under the category of languages which were
lacking in terms of labelled data collection but hav-
ing a growing presence in the digital world. This
corresponded with the increasing effort to develop
numerous datasets and language models (Wilie
et al., 2020; Ariesandy et al., 2020; Winata et al.,
2023).

Moreover, with the rise of awareness to preserve
language diversity, more researchers were study-
ing the challenges faced by LRLs and their feasi-
ble solutions. As stated by Doğruöz and Sitaram

(2022), LRLs suffered a consequence of compro-
mising between the accuracy of the system and the
representativeness of the dataset. Besides, Ma-
gueresse et al. (2020) also discussed that it was
necessary to collect new and diverse datasets as
a way to resolve the problems faced by LRLs.

Drawing from the current position of Indonesian
language as an LRL with a lot of potential and is
on the move, we would contribute by constructing
a new language resource built from less formal
texts to improve the representativeness of its ac-
tual daily use. As seen in past surveys in 20193

and 20224, we were yet to see such dataset for
the task of geoparsing (see Appendix A). In the
recent collaborative initiative to collect and unify
existing resources for Indonesian languages called
NusaCrowd (Cahyawijaya et al., 2023), we were
also yet to see a dataset focusing on geographic
entity (see Appendix B).Thus, our dataset would
certainly add knowledge into Indonesian language
learning and assist in the improvement of related
technologies.

2.2. Challenges in Geoparsing
In the research by Gritta et al. (2020), geopars-
ing consists of two main tasks: toponym extraction
(geotagging) and toponym resolution (geocoding).
Geotagging is similar to the task of named entity
recognition (NER), but it is more focused on ref-
erence (mention) of location (toponym) in the text.
Geocoding is regarded as entity linking where we
aim to disambiguate location mentions in the text
using available databases.

3https://github.com/irfnrdh/
Awesome-Indonesia-NLP

4https://github.com/gentaiscool/
indonesian-nlp

https://github.com/irfnrdh/Awesome-Indonesia-NLP
https://github.com/irfnrdh/Awesome-Indonesia-NLP
https://github.com/gentaiscool/indonesian-nlp
https://github.com/gentaiscool/indonesian-nlp
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Several challenges exist in the task of geopars-
ing, such as metonymy resolution (Gritta et al.,
2018b) and location inference based on the sur-
rounding context (Farzana and Hecking, 2023).
Metonymy occurs when a toponym word is used
to substitute for something else. For example, in
the sentence ’Japan wins the 2023 World Baseball
Classic’, the word ’Japan’ refers to the Japanese
baseball team instead of the country location. Other
than that, sometimes a location is not explicitly men-
tioned in the text. Hence, to figure out the exact
location being referred to, we need to infer from the
surrounding context.

Geoparsing task might be challenging if we were
to solely rely on the conventional NER system. As
such, we considered adding information of nom-
inal expressions in the text, so that there would
be more contextual information for the model to
learn. With this in mind, we designed an annotation
scheme which encompassed nominal expressions
of location mentions categorised into four entity
types. This categorisation would allow the model to
better distinguish the types of entities being referred
to. Henceforth, we expect our dataset to improve
the performance of existing system for geoparsing.

3. Dataset Construction

The process of dataset construction generally fol-
lowed the guidelines provided by Higashiyama et al.
(2023), with some modifications for the scope of
our current research. More specifically, we only
used annotation labels that specifically refer to the
four entity types defined.

3.1. Data Acquisition
In the beginning, we surveyed several possible
sources for data collection. We determined that
travelogue would fit our requirements and purposes
because in personal journals, writers tend to use
a more casual writing style like how they speak
in daily life. Besides, travelogue would definitely
contain location mentions and their nominal expres-
sions as they were being described for the reader.

We discovered that most Indonesian blog writers
preferred to have their own website rather than post-
ing in community forums. Coupled with the issue of
usage rights and recent pandemic that significantly
reduced the number of travels, we only managed
to obtain express consent from one author. The
author wrote in two languages, namely Indonesian5

and English6, albeit not at the same time and not
encompassing the exact same content.

Initially, we obtained 65 relevant travel blog en-
tries in Indonesian, and then we obtained 57 arti-

5https://nonanomad.com/
6https://www.littlenomadid.com/

Figure 2: Sample of Annotation in English

cles with similar contents at a brief glance in En-
glish. As we read the articles in more detail, we
only included articles with a similar structure (al-
most the same content, but different paragraph
sequence). This was done to ensure that both pair
of Indonesian-English articles were mentioning the
same entities and having almost the same number
of mentions and article lengths. In the end, we
selected 44 articles in each language, thus making
a total of 88 articles in Indonesian and English.

3.2. Annotation of Named Entity
The annotation process began by manually anno-
tating the named entities found in the text using
BRAT rapid annotation tool (Stenetorp et al., 2012)
from scratch. We considered using automatic an-
notation for named entity candidates. However, our
preliminary experiment showed that the results did
not meet our expectation.

In this step, we employed four named entity cat-
egories as follows:

• LOC_NAME for naturally existing locations, e.g.,
country, mountain, lake, etc.

• FAC_NAME for man-made structures or area,
e.g., park, building, station, etc.

• TRANS_NAME for transportation modes or ve-
hicles, e.g., bus, train, ship, etc.

• LINE_NAME for roads or waterways, e.g.,
street, river, route, etc.

An example of the annotation in English is shown
in Figure 2. In the text, ’Villa Ipanema’ is a facility
because it is built by human, whereas ’Canggu’,
and ’Seminyak’ are locations because both are the
names of beach resort areas in Bali.

We were aware of ambiguities due to common
names shared between entity types. In this case,
we tried to determine the most probable entity type
based on the surrounding context. For instance,
looking back at Figure 2, ’Batu Belig’ may refer to
the area or the road in Bali. Since the named enti-
ties following ’Batu Belig’ are clearly locations, the
writer is more likely to talk about ’Batu Belig’ as
the area (location). Next, when we checked the
address of the villa, it was not located in Batu Belig
road. Thus, we confirmed that in this case, ’Batu
Belig’ is being referred as an area (location). Al-
though we provided the tag OTHER in the case that
the type of entity was really difficult to determine,
we generally did not use this tag as much.

https://nonanomad.com/
https://www.littlenomadid.com/
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F1 Ann1 Ann2 Both
Named 0.839 328 309 294

id Nominal 0.757 225 191 165
All 0.792 553 500 459
Named 0.828 268 256 224

en Nominal 0.719 187 195 127
All 0.766 455 451 351

Table 1: Inter-Annotator Agreement

3.3. Annotation of Nominal Expression
The next stage was annotating the nominal expres-
sions associated with each category of the named
entities. Some examples of nominal expressions
are the words ’country’, ’house’, ’river’, and such
nouns. Following are the tags used: LOC_NOM,
FAC_NOM, TRANS_NOM, and LINE_NOM.

At this stage, we particularly observed that
TRANS_NOM and LINE_NOM had a tendency to not
be associated with any named entities within the
same document. We conjectured that it might be
because there were many alternatives for trans-
portation modes and routes to reach the same
location, thus travellers could easily determine
whichever they preferred as they took the trip.

4. Evaluation

We evaluated the sufficiency of our dataset using
common methods: the inter-annotator agreement,
the statistics of our dataset, and the experiments
using publicly available tools. We also provide a
list of known geoparsing datasets to demonstrate
the contribution of our dataset (see Appendix C).

4.1. Inter-annotator Agreement
For each language covered, we involved two inde-
pendent annotators with at least one native speaker.
We measured the agreement scores (F1 score) for
five articles selected for each language based on
exact match of both the labels and the text spans.
The scores are as shown in Table 1 for Indonesian
and English blog entries (breakdown by each label
is provided in Appendix D). In this table, we also
provide the number of annotations by each anno-
tator (Ann1 and Ann2) and the number of exact
match of annotations by both annotators (Both).

The overall agreement score was higher for In-
donesian articles (0.792) than that for English ar-
ticles (0.766), but both scores were not that far
apart. The agreement scores for named entities
were higher than that for nominal expressions. Note
that the selected articles happened to not have
TRANS_NAME, hence the overall F1 scores were
calculated based on macro average.

Nominal expressions were harder to recognise,
and some of them were ambiguous (e.g., place,

Figure 3: Sample of Span

Number of Total Ave. Total Ave.
Sentences 1,391 31 1,914 43
Words 47,415 1,077 47,902 1,088
Named 3,937 89 2,756 62
Nominal 2,062 46 2,243 50
Named (U) 1,156 26 1,053 23
Nominal (U) 430 9 760 17

Table 2: Dataset Statistics for id (left) and en (right)

area) which made it more difficult to assign the
appropriate labels. Besides, we found that the an-
notators marked different spans for the same nomi-
nal expressions. Since the scores were calculated
based on exact match, differing spans were con-
sidered as a disagreement. An example is shown
in Figure 3. We could see that both annotators
recognised the nominal expression ’hills’, but one
annotator marked the whole span of ’range of hills’.

4.2. Coverage of Dataset
Another dataset based on travelogue was released
formerly by Ouchi et al. (2023). We would present
the statistics of our dataset in similar manner in
Table 2 for both Indonesian (id) and English (en).

Both the Indonesian and the English articles had
in total around 1,000 mentions of unique named
entities (Named (U)) for domestic and international
travel trips. Apparently, the English articles had
more variety of unique nominal expressions (Nomi-
nal (U)). This might explain why English had a lower
agreement score: because it was more difficult to
recognise the nominal expressions.

In comparison with existing geoparsing datasets
(Appendix C), there was only one dataset in Indone-
sian language. Moreover, most datasets have the
size below 10,000 mentions, except for one dataset
that we referred to. Among all these datasets,
there was also only one that used travelogue as
the data source. Based on this, we could see that
our dataset, with a total of approximately 11,000
mentions, is of sufficient size.

4.3. Experiments
The aim of the experiments is to clarify the perfor-
mance level of current entity analysis systems. We
trained classifiers to recognise named entities and
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Precision Recall F1

id
Named 0.881 0.841 0.853
Nominal 0.910 0.914 0.912
Overall 0.923 0.938 0.931

en
Named 0.877 0.859 0.866
Nominal 0.902 0.910 0.906
Overall 0.922 0.922 0.922

Table 3: Experiment Results (Macro Ave.)

nominal expressions on our dataset using spaCy7.
For each language, we split 44 articles into the train,
validation, and test sets in the ratio of 8:1:1, giving
35, 4, and 5 articles respectively. Although the vali-
dation and test sets only contained small numbers
of articles, there were about 500-600 mentions for
each language. We considered that this was quite
a reasonable size to evaluate the classifiers under
the low-resource setting. The training was done
using spaCy NER with corresponding transformers
for Indonesian8 and English9. The results of the
experiments are shown in Table 3.

For both languages, the scores for nominal ex-
pressions were higher than that for named entities.
This corresponded to the fact that there were more
kinds of named entities than nominal expressions
(see Table 2), hence it was easier to recognise
nominal expressions. Some errors that we discov-
ered happened when the entities were expressed
in different ways. For example, the entity ’Heijo
Palace’ was sometimes written as ’Heijo-kyo’. Our
classifier was able to recognise ’Heijo Palace’ as
one entity mention but separated ’Heijo’ and ’kyo’
as two entities. A possible reason for this is be-
cause dash (-), especially in Indonesian, is often
used as a connector between two different loca-
tions (e.g., rute Makassar-Tana Toraja in Figure 1).
From these results, we perceived the importance
of further experiments with our dataset as well as
our classifiers.

Our classifiers managed to achieve overall F1-
score of 0.931 for Indonesian and 0.922 for En-
glish. However, we were aware of a possible bias
in the results due to the limitation of our data source.
Thus, we tried our classifiers on texts from different
authors with different writing styles and covering
entities which were not present in our dataset. We
observed that the results corresponded to the re-
ported scores, i.e., majority of the spans and tags
were correctly identified with a few misses (espe-
cially in cases such as the use of dash or entities
with longer names). This indicated that we could
use this new dataset for further improvements and
evaluations of currently existing models.

7https://spacy.io/
8https://huggingface.co/indolem/

indobert-base-uncased
9https://huggingface.co/roberta-base

Simple comparisons of available NER model
(spaCy en_core_web_sm) and our classifier in En-
glish are presented in the Appendices. The four
kinds of text we sampled are: (i) travelogue from
the same author (Appendix E), (ii) travelogue from
a different author (Appendix F), (iii) Wikipedia (Ap-
pendix G), and (iv) news article (Appendix H). For
spaCy, the labels related to geographic entities are:

• FAC: Buildings, airports, highways, bridges,
etc.

• GPE: Countries, cities, states.

• LOC: Non-GPE locations, mountain ranges,
bodies of water.

From the comparisons that we have done, our
classifier performed well even with a rather small
training data. Furthermore, among all the exam-
ples, we tried to use texts with entities that were
not covered in the travelogue. The results showed
that our classifier still managed to accurately recog-
nise these references. Therefore, this proved the
potential use of our dataset for futher experiments
and expansion.

5. Conclusions

In this work, we have constructed an Indonesian-
English dataset from travelogue articles with a new
annotation scheme that included named entities
and their nominal expressions. This dataset covers
the first part of geoparsing: geotagging. The experi-
ments conducted showed that classifiers trained on
our dataset were able to achieve over 0.9 F-score
for both Indonesian and English. This confirmed
that our dataset would be useful in improving cur-
rent geoparsing systems for low-resource language.
As the next step towards geoparsing, we will con-
tinue to extend the coverage of our dataset for
geocoding. We will release our annotated dataset
to enable other researchers to conduct reproducible
experiments and develop more sophisticated geop-
arsing systems.

Limitations

Currently, our dataset is limited because we only
managed to acquire one bilingual travelogue writ-
ten by one author. As a result, our findings might
be biased towards the author’s writing style. In the
future work, we plan to increase the diversity in our
dataset by adding more articles by different authors.
Further analysis could be done by evaluating the
model’s performance with existing NER dataset.
We will also extend the coverage of our dataset by
including coreference resolution and entity linking,
as well as other types of information, such as ex-
pressions of human behaviours and experiences.

https://spacy.io/
https://huggingface.co/indolem/indobert-base-uncased
https://huggingface.co/indolem/indobert-base-uncased
https://huggingface.co/roberta-base
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Appendices

A. Summary of Surveys in 2019 and 2022

Tasks Publications
Morphology Analysis (Pimentel et al., 2021)
Part-of-Speech Tagging (Hoesen and Purwarianti, 2018)
Named Entity Recognition (Hoesen and Purwarianti, 2018)
Word Sense Disambiguation (Mahendra et al., 2018)
Constituency Parsing (Arwidarasti et al., 2019; Moeljadi et al., 2019)
Dependency Parsing (Zeman et al., 2018)
Coreference Resolution (Artari et al., 2021)
Chatbot (Lin et al., 2021)
Question Answering (Clark et al., 2020)
Summarization (Koto et al., 2020; Kurniawan and Louvan, 2018)
Keyphrase Extraction (Mahfuzh et al., 2019)
Natural Language Inference (Setya and Mahendra, 2023; Mahendra et al., 2021)
Sentiment Analysis (Purwarianti and Crisdayanti, 2019; Azhar et al., 2019; Ilmania et al., 2018)
Emotion Classification (Saputri et al., 2018)
Stance Detection (Jannati et al., 2018)
Hate Speech Detection (Ibrohim and Budi, 2019, 2018; Alfina et al., 2017a)
Clickbait Detection (William and Sari, 2020)
Style Transfer (Wibowo et al., 2020)

Table 4: Research and Resources in Indonesian Language

B. NER Datasets in NusaCrowd (as of 2023)

Dataset Name Year Size Domain Publications
IndQNER 2022 3,118 sentences religion -
IndoNLU NERGrit 2020 2,090 sentences general (Wilie et al., 2020)
NERGrit 2020 17,437 sentences general -
NERP (IndoNLU Split) 2018 8,400 sentences news (Hoesen and Purwarianti, 2018)
NER UI (IndoLEM split) 2017 2,125 sentences general (Gultom and Wibowo, 2017)
Singgalang 2017 48,957 sentences wiki (Alfina et al., 2017b)
WikiAnn (multilingual) 2017 254,240 mentions wiki (Pan et al., 2017)
NER UGM (IndoLEM split) 2014 2,343 sentences news (Muhammad Fachri, 2014)

Table 5: NER Datasets in NusaCrowd

C. Geoparsing Datasets

Dataset Name Year Language Size Domain Publications
ATD-MCL 2023 ja 12K Travelogue (Ouchi et al., 2023)
Event Geoparsing 2020 id 1.1K News (Dewandaru, 2020)
GeoWebNews 2020 en 2.4K News (Gritta et al., 2020)
SemEval-2019 T12 2019 en 8.4K Science (Weissenbacher et al., 2019)
GeoCorpora 2018 en 3.1K Microblog (Wallgrün et al., 2018)
TR-News 2018 en 1.3K News (Kamalloo and Rafiei, 2018)
GeoVirus 2018 en 2.2K News (Gritta et al., 2018a)
CLDW 2017 en 3.7K Historical (Rayson et al., 2017)
LRE Corpus 2017 ja 1.0K Microblog (Matsuda et al., 2017)

Table 6: Details of Geoparsing Datasets
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D. Breakdown of Inter-Annotator Agreeement Scores by Label

Label Indonesian English
F1 Ann1 Ann2 Both F1 Ann1 Ann2 Both

LOC_NAME 0.949 207 215 203 0.864 160 174 149
FAC_NAME 0.817 106 85 82 0.788 98 73 68
TRANS_NAME - - - - - - - -
LINE_NAME 0.750 15 9 9 0.833 10 9 7
LOC_NOM 0.844 88 85 79 0.551 72 82 48
FAC_NOM 0.767 86 74 62 0.633 81 76 49
TRANS_NOM 0.805 25 13 13 0.900 13 12 12
LINE_NOM 0.613 26 19 11 0.792 21 25 18

Table 7: Inter-Annotator Agreement by Label

E. Comparison on Travelogue Article from the Same Author

Figure 4: Our Classifier on Travelogue Article from the Same Author

Figure 5: SpaCy Classifier on Travelogue Article from the Same Author
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F. Comparison on Travelogue Article from a Different Author

Figure 6: Our Classifier on Travelogue Article from a Different Author

Figure 7: SpaCy Classifier on Travelogue Article from a Different Author

G. Comparison on Wikipedia Article

Figure 8: Our Classifier on Wikipedia Article

Figure 9: SpaCy Classifier on Wikipedia Article
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H. Comparison on News Article

Figure 10: Our Classifier on News Article

Figure 11: SpaCy Classifier on News Article
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