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Abstract
The present work studies the contribution of move structure to automatic genre identification. This concept - well
known in other branches of genre analysis - seems to have little application in natural language processing. We
describe how we collect a corpus of websites in French related to tourism and annotate it with move structure. We
conduct experiments on automatic genre identification with our corpus. Our results show that our approach for
informing a model with move structure can increase its performance for automatic genre identification, and reduce
the need for annotated data and computational power.
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1. Introduction

In this paper, we aim to incorporate the concept
of “move structure” into a neural architecture for
genre identification. This concept, commonly em-
ployed in corpus linguistics and English for spe-
cific purposes (ESP), serves two crucial functions:
(1) it helps to determine the rhetorical organiza-
tion of a genre to achieve a set of communicative
(contextual) goals, and (2) show how those com-
municative goals are signaled by lexical and syn-
tactic choices. Indeed, move structure assists re-
searchers in clarifying not only lexical and syntac-
tic elements but also the overall structure of dis-
course.
We propose to explore the role move structure

can play in the task of automatic genre identifica-
tion. As we discuss in section 2, this approach
has been overlooked by the community, while rep-
resenting an important trend in linguistic studies in
genre analysis. As we did not find references that
would explain why move structure has not been
explored, we propose to perform experiments to
investigate its potential. Our hypothesis is that in-
forming recent NLP methods (i.e. neural architec-
tures) with move structure may help in performing
automatic genre identification. In order to test for
this hypothesis, we collected a corpus that we an-
notated, and conducted experiments with it. The
outline of the paper is as follows: we describe what
move structure is, along with the existing works
for automatic genre identification and automatic
genre identification of web genre (Section 2). Then
we introduce in detail the corpus that we make
available with this work1 (Section 3). We detail
the experiments that we conducted and comment
upon the results (Section 4). We finally discuss

1https://github.com/remicardon/genre_
moves

our insights on the broader theme of web genre
definition (Section 6) and conclude (Section 7).

2. Related work

2.1. Move Structure

Genre analysis is a framework for the study of
specialized communication in a variety of con-
texts (Adam, 1997, 1999; Bhatia, 1993a; Maingue-
neau, 2004b,a, 2007, 2016; Swales, 1990; Cha-
raudeau, 2011; Bronckart and Dolz, 2002; Char-
trand et al., 2015; Beacco, 2013; Richer, 2011).
Genre analysis describes discourse in textual and
social contexts, as “genre is a class of communica-
tive events: the main criterion that turns a collec-
tion of communicative events into a genre is repre-
sented by some shared set of communicative pur-
poses” (Swales, 1990, p. 45). Several automatic
genre classification studies have been carried out,
especially since 2000 (Karlgren and Cutting, 1994;
Stamatatos et al., 2000; Dewdney et al., 2001; Lee
and Myaeng, 2002; Beaudouin et al., 2002; San-
tini, 2007, 2006) (see Section 2.2 for more details).
In recent years, the preferred properties for genre
classification include parts of speech and syntactic
features (syntactic functions, numbers of complex
nominal groups, subject or object types) Todirascu
(2019). However, from our perspective, if we ad-
here to the strict definition of genre put forth by
Swales (1990), it is essential to emphasize that ev-
ery research project must define its “communica-
tive purposes”. We argue that lexical and syntactic
features alone may not suffice for this purpose.
Swales (1990) and, a little later, Bhatia (1993b)

were the first to focus on genre analysis based
on move structure. Analysis using move structure
is a text analysis method developed by Swales in
1981 as an essential component of his genre anal-

https://github.com/remicardon/genre_moves
https://github.com/remicardon/genre_moves


3917

ysis framework (Swales, 1990). Moves are “dis-
cursive or rhetorical units fulfilling coherent com-
municative functions in texts”, whose linguistic re-
alizations can vary widely in length and other ways
(Swales, 2004, p. 228-229). They are associ-
ated with the notion of steps, which are the mul-
tiple fragments of text that “together, or in some
combination, achieve the move” in such a way
that “the steps of a move function primarily to
achieve the goal of the move to which they be-
long” (Biber, 2007, p. 24). However, a prototypical
schematic structure will be recognizable in terms
of the most typical pattern of realization, as iden-
tified by the discourse community (Swales, 1990,
p. 55). One of themost interesting results in this re-
search’s field is to explore the “common repertoire”
of rhetorical strategies, i.e. all the different possibil-
ities that exist for saying practically the same thing
(achieving the samemove or communicative goal),
and to determine whether certain expressions are
more preferred, and thereforemore genre-specific,
than others. The common method of move analy-
sis can be performed with a bottom-up approach
(searching for lexical, grammatical or syntactic fea-
tures to characterize the move) or a top-down ap-
proach (close reading of the text for topic breaks
or shifts in content (Moreno and Swales, 2018)).
Move analysis must be performed manually

(Biber, 2007), as interpreting communicative func-
tions is a cognitive task that is difficult to access
and operationalize (Moreno and Swales, 2018). In-
deed, this assumption partly explains why most
analyses to date tend to focus on small corpora,
as manual analysis is time-consuming, resulting
in what some consider a gap in move analysis,
namely the lack of elaborate quantitative studies
(Biber, 2007).

2.2. Automatic Genre Identification
Several studies have been carried out on auto-
matic genre identification using quantitative and
statistical techniques. Most of them use Biber’s
work but implement a wide range of variants (San-
tini, 2004). In fact, Biber’s work is considered as
a pioneering work in the field of automatic genre
identification. Biber (1988) makes a distinction be-
tween genre and text type, genre is based on exter-
nal, non-linguistic, traditional criteria and text type
is based on the internal, linguistic characteristics
of texts themselves. He later analyzed 23 spoken
and written genres, with a multidimensional analy-
sis and a quantitative method on 67 different lex-
ical and grammatical features. In 1995, he ana-
lyzed a corpus of various spoken and written gen-
res in four languages; this time with a multidimen-
sional analysis and cross-linguistic analysis and
a quantitative method on numerous lexical and
grammatical features. Later, with Conrad (Biber

and Conrad, 2019), they studied various historical
and contemporary genres (scientific prose, TV se-
ries) with the same approach of multidimensional
analysis and quantitative method. One of the first
research based on Biber’s work is as Karlgren and
Cutting (1994), who analyzed the Brown Corpus to
explore third person pronouns in text, with discrim-
inant analysis.

A lot of studies explored syntactic features (PoS
tags, counting, nominalization) or type-token ra-
tios, or simple token-level measures (Gonçalves,
2021). According to Gonçalves (2021), the clas-
sification models often are multiple regressions,
Naïve Bayes, discriminant analysis and Recurrent
Neural Networks (RNNs) (Stamatatos et al., 2000;
Dewdney et al., 2001; Lee and Myaeng, 2002).
More recently, Schulman and Barbosa (2018) tried
to analyze only the PoS features for English text
genre classification. Their aim was to answer
whether PoS patterns exist within a text that can
distinguish it from one of a different genre. The ex-
periments showed that text genre, which is based
solely on lexical content, correlates with the syn-
tactic patterns of the language used. The research
achieved up to 80% accuracy in differentiating
technical reviews and humanist poetry based on
the grammatical role of the language they employ.

Not many papers have used move structure in
automatic written genre identification. A recent
survey (Kuzman and Ljubešić, 2023) discusses
extensively the theoretical inspirations for auto-
matic genre identification, and move structure is
not one of them. We could find only two natural
language processing paper exploring move struc-
ture. Wu et al. (2006) use a method for compu-
tational analysis of move structures in abstracts
of research articles. They experiment with ways
of automatically analyzing the move structure of
English research articles abstracts, by (1) build-
ing a language model of abstracts moves, then (2)
present a prototype concordance which exploits
the move-tagged abstracts for digital learning. It
seems that automatic detection of move structure
is not common in this field. There is another at-
tempt of Dayrell et al. (2012) in automatically iden-
tifying rhetorical moves in scientific texts. The au-
thors introduceMAZEA (Multi-label Argumentative
Zoning for English Abstracts), a multi-classifier to
identify moves.

However, theories of moves (Swales, 1990;
Bhatia, 1993b) are often applied in English for spe-
cific purposes (ESP) or corpus linguistics. We be-
lieve that the absence of exploration of this theoret-
ical framework in the natural language processing
literature represents a gap.
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2.3. Automatic identification of Web
Genre

At a time of widespread digitization of society, af-
ter written and oral genres, web genre or digital
genre needs to be investigated, characterized and
systematically described. This section describes
studies of automatic identification of web genre.
Stamatatos et al. (2001) study on various Greek

Web sites, by using an NLP tool called SCBD,
which proposes 22 parameters or style markers,
and information from chunking and parsing. They
use a set of style markers for analyzing texts with
an NLP tool, using three stylometric levels: token-
level, phrase-level, and analysis-level.
In the project TyPWEB, Beaudouin et al. (2002)

aim at characterizing commercial websites and
personal homepages, by looking at textual, struc-
tural, and presentational features. They use word-
counting, HTML tags, multivariate statistics, and
NLP tools to analyze personal pronouns, grammat-
ical words, lexical opposition, and links.
Santini (2004) made a criticism of Biber’s work

in automatic genre detection. According to her,
the genre typology of Biber is confusing, as he
doesn’t give a clear distinction between “text type”
and “genre”; and the list of 67 features is mostly
at the syntactic level. First, according to Santini,
who was inspired by the Swalesian definition of
genre, the main goal of genre identification is to
identify groups of texts that share a common form
of transmission, purpose, and discourse proper-
ties (Santini, 2004). Automatic genre categoriza-
tion, in her opinion, “is based on a quantitative ap-
proach, leveraging on extractable and computable
features (i.e. observable properties in a text) to dis-
criminate among different classes of documents”.
In addition, Santini (2006) presents three typical
features of a genre: hybridism, individualization,
and evolution. Genres, according to her, “are
not mutually exclusive and different genres can
be merged into a single document, generating hy-
brid forms”. Also, because genre can allow a cer-
tain freedom of variation and can be dynamic and
change over time, Santini (2006) redefines genre
of written texts as “named communication arte-
facts characterized by conventions, raising expec-
tations, showing hybridism and individualization,
and undergoing evolution. This definition matches
well with written genre in web document, as San-
tini (2007) proposes a characterization of genre for
automatic genre identification of Web pages. She
presents an inferential model based on a modified
version of Bayes’ theorem called odds-likelihood
or subjective Bayesian method. The model aims
to capture genre hybridism and individualization in
web pages, and it uses a combination of linguistic
features, HTML tags, and text types as attributes
to define genres. The research also describes the

steps involved in the model, such as representa-
tion of the web in a corpus, extraction and normal-
ization of genre-revealing features, and calculation
of probabilities and weighted features.

3. Resource Creation

3.1. Data

For the purpose of our work, we collect a corpus
of 120 Tourism website homepages, in French. In-
deed, this work is part of a larger project focused
on tourism websites in French. This corpus in-
cludes 4 genre sub-categories: 30 travel agencies
(TA) websites, 30 Travel blogs (TB), 30 websites
of Public Tourism Information (PTI) and 30 web-
sites that present Points of Interest (POI). The se-
lection of websites for each sub-category was ran-
domly performed out of a larger corpus made for
the broader project this work is a part of. All cor-
pora contain websites made by entities or persons
from Belgium, Canada, France, and Switzerland.
It is necessary to underline both the similarity

and the distinctiveness of these 4 sub-corpora.
First of all, in terms of content, the broad themes
addressed in these four corpora are relatively the
same (presentation of the destination(s), tourism
events, etc.), as they all address tourism. How-
ever, each sub-corpus has its own character-
istics, especially in terms of their communica-
tion purpose. For example, TA conveys pro-
motional/commercial discourse, the sender be-
ing private-sector travel agencies, the purpose of
which is to sell tourism products/services. PTI is
more concerned with institutional discourse, pro-
viding information about specific geographical lo-
cations (e.g. the Wallonia region in Belgium or the
city of Montreal in Canada), with the aim of mak-
ing the place attractive. POI is quite similar, with
more precise locations (such as museums or cas-
tles for example). TB, for its part, displays purely
personal discourse and combines two goals of the
TA and PTI: providing information and/or advertise
services.

3.2. Annotation Guidelines

In this section, we give an overview of how we de-
scribed the annotation process to the annotators.
First, in order to annote the corpora, we present

a series of steps to do in our annotation guidelines:

• Step 1: Open the website’s link on your desk-
top PC browser, using full screen mode.

• Step 2: Identify each block of text on the home
page, following the reading order (left to right,
top to bottom). To identify blocks of text on
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a home page, we adopt the following two ap-
proaches: (1) based on the web page’s visu-
als/interface, analyze the visual layout of the
web page and identify areas that contain text;
(2) verify the consistency of those areas by
reading each one, analyze the semantic con-
tent to identify text blocks according to their
meaning or context, to ensure textual cohe-
sion within the text block.

• Step 3: Identify the move type for each dis-
tinct text block.

The annotation instructions for move identification
are based on the move structure terminology pro-
posed by Askehave and Nielsen (2005), which is
dedicated to web pages analysis. However, we
have changed and adapted the definitions of few
moves, as the definition proposed by the authors
is sometimes too vague for our purpose. In addi-
tion to the definition, we include accompanying in-
formation for each move, such as examples and a
brief flowchart, to help annotators understand the
move definition. Here is the description of each
move:

• Move 1: Attracting attention. The aim of
this move is to attract the reader’s attention
as they enter the home page.

• Move 2: Greeting. The purpose of this move
is to welcome Internet users. It accentuates
the metaphor of the home page door: it is set
to give the impression of greeting someone on
the doorstep.

• Move 3: Identifying sender. This move
serves to identify the web-owner and is often
achieved through a logo. Even though the
logo most often contains a purely visual ele-
ment along text (slogan or name), we only an-
notate the textual part of the unit.

• Move 4: Indicating content structure. It pro-
vides the web user with a clear overview of
the content of the web site. It is often referred
to as the main menu. In our annotation pro-
cess, we have chosen to annotate all menus
displayed on the home page, since every type
of menu has the function of indicating the con-
tent structure on the site.

• Move 5: Detailing (selected) content. This
move offers more detailed information about
the topics listed in the main menu. It repre-
sents the main informational content of the
web page. Apart from detailing informa-
tion, this move also functions as a device
for news presentation and public image cre-
ation, as news of various kinds seem to be

the preferred content of this move (be it in-
ternational/national news or news of the self-
promotional kind, such as financial results,
product news, or latest events where the web-
owner is involved). It can also be a presen-
tation of detailed information about the com-
pany/organization/person: professional activ-
ities, services offered, etc.

• Move 6: Establishing credentials. This
move is meant to establish a trustworthy im-
age of the web-owner. For this move, we
had to provide more details to guide anno-
tators. We then based on rhetoric analy-
sis, with Aristotle’s theory of ethos, logos and
pathos. This theory has been applied into
a lot of persuasive discourse, which is log-
ical in the case of the actual move. Thus,
this move can be defined by (1) rational, log-
ical discourse supported by figures, graphs,
or percentages (logos), (2) speeches promot-
ing the brand/product/services and its reputa-
tion (ethos), and (3) speeches highlighting the
advantages for Internet users/consumers of
coming to the site or taking advantage of the
services offered on the site (pathos).

• Move 7: Establishing contact. This move
encompasses ways for the reader to contact
the sender.

• Move 8: Establishing a (discourse) com-
munity. This move enables loyal or frequent
web users to establish communities revolving
around the web site (often realised through a
private user space or interaction through ex-
ternal social networks).

• Move 9: Promoting an external organiza-
tion. This move promotes another company,
product, etc. It usually takes the form of a ban-
ner advertisement.

3.3. Annotation Process
Two annotators – among the authors of this paper
– participated in the manual annotation of moves.
First, as a training step, they annotated sepa-
rately the same five website homepages, then met
(with yet another author of this paper) to (1) get
a first idea of the agreement between them, (2)
discuss the guide’s limitations and (3) discuss en-
hancements to the guide for the next annotation
phase. The same step was performed with an-
other five website homepages, in order to evaluate
the agreement and finalize the annotation guide.
Once the annotation guide was established, anno-
tators worked on twenty other home pages in the
corpus, then we calculated the inter-annotator rate.
The inter-annotator agreement rate – Cohen’s κ
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(Cohen, 1960) – is 0.73, suggesting that the guide-
lines can yield a reliable annotation. Note that for
cases of disagreement on move boundaries, we
counted as many items as produced by the an-
notator who split the most, and entered 0 as a
category for each extra item. For example if an-
notator A identifies one block as being a move 5
where annotator B identifies three such separate
items, there will be one agreement and two dis-
agreements. When only focusing on the labels
and not penalizing segmentation disagreements,
the inter-rater agreement goes up to 0.82.

3.4. Resulting Resource
In this section, we describe the result of the an-
notation of the corpus. Table 1 shows an overview
the size of the 120 documents that were annotated,
and the length of the moves that were identified in
the process, in tokens.
The means are mostly in the same range for

all move types. The standard deviations are very
high, most often greater than the means. Those
observations indicate that there is no consistency
between the text genre and the lengths of the
moves. Regarding the functional level of dis-
course, we can observe that the same moves are
important in all corpora (e.g. moves 4 and 5 rep-
resent the most and move 2 the least). This sug-
gests that surface observations are not a good in-
dication of the boundaries between the genres that
are contained in our corpus.

4. Experiments

With the annotated corpus, we perform experi-
ments on the task of automatic genre identification.
Our goal is to test the following hypothesis: inform-
ing a model with move structure can increase a
model’s performance for this task.
We first present the experimental protocols that

we put in place (Section 4.1) before presenting the
results (Section 4.2). We will conclude the section
with a discussion (Section 5).

4.1. Experimental Protocol
We perform three different experiments that we in-
troduce here.
The first one is our baseline: we use the French

languagemodel CamemBERT (Martin et al., 2020)
to get representations for our documents – for
one document, an average of all the correspond-
ing word piece embeddings, excluding paddings,
of the last layer produced by the model – and
use those as an input for a multi-layer percep-
tron (MLP). We choose this representation tech-
nique for our baseline as our intention is to apply a
well-know standard technique for embedding the

moves. This way of doing so has been shown to
perform consistently better than using the CLS to-
ken for various types of sequences (Reimers and
Gurevych, 2019; Huang et al., 2021). It has also
been done in the task of automatic genre identifica-
tion (Dömötör et al., 2022). Regarding the model’s
hyperparameters, we choose to set the learning
rate at 1e-05 and to not use dropout, after a grid
search on the baseline task. The ranges for the
grid search go from 0 to 0.9 by steps of .1 for a
dropout layer on the input and before the output,
separately, and from 1e-07 to 1e-03 for the learn-
ing rate. The hyperparameters are the same for
all experiments. We choose to train the hyperpa-
rameters on the baseline as a way of reinforcing it,
as it is a really standard and simple approach. All
layers of CamemBERT are frozen for all the exper-
iments.
The second protocol is the main experiment for

testing our hypothesis – which we subsequently
refer to as MOVE. The only difference lies in how
the documents are represented. We replace the
single representation of the documents with what
follows. During input data creation (i.e. encod-
ing through CamemBERT tokenizer), we group
all move segments, belonging to one given doc-
ument, by move category (i.e. all texts labeled
move 1 are concatenated, all texts labeled move
2 are concatenated, and so on). We produce
one representation for eachmove set obtained this
way – an average of all the word piece represen-
tations for a given combination of document and
move –, hence 9 different embeddings for one doc-
ument. We concatenate those embeddings in or-
der to obtain a single representation for the docu-
ment (i.e. nine vectors of dimension 768 concate-
nated into a vector of dimension 6,912). We feed
those representations to the same MLP architec-
ture as the one used in the baseline (adjusting for
the input size).
This approach for representation enables us to

feed more text into the model than the baseline,
due to the language model’s limitation of 512 word
pieces maximum for the input. Indeed, as seen in
Table 1, our documents may often exceed this limit
(as word pieces are more numerous than tokens).
In consequence, we also run experiments to test
whether the discrepancy we observe between the
two protocols is actually due to the information on
move structure, or simply to the increase in text
volume per document that can be fed to the model.
In order to check for this, we run the same experi-
ment but we randomize the order in which the nine
moves are concatenated, document by document.
This means that while in our main protocol the first
768 dimensions of the representation of a docu-
ment are always representations of the concate-
nation of all moves labeled 1, the next 768 always
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Text TA TB PTI POI
Doc. 419.97 ± 273.18 659.57 ± 478.97 340.61 ± 211.80 277.06 ± 183.20

Move 1 13.86 ± 11.85 11.61 ± 7.65 10.83 ± 12.31 14.90 ± 12.31
Move 2 5 ± 0 61.83 ± 43.18 80.40 ± 114.75 92.29 ± 73.73
Move 3 10.67 ± 26.94 12.35 ± 18.26 7.35 ± 6.24 7.84 ± 7.40
Move 4 7.60 ± 8.26 9.42 ± 11.30 10.61 ± 11.90 7.99 ± 7.99
Move 5 43.81 ± 46.82 48.71 ± 44.46 26.63 ± 38.10 38.32 ± 58.75
Move 6 37.93 ± 28.35 52.40 ± 51.60 31.43 ± 48.74 19.70 ± 19.52
Move 7 18.90 ± 26.21 15.20 ± 17.93 14.17 ± 16.19 17.60 ± 20.09
Move 8 7.95 ± 7.48 17.15 ± 18.65 9.11 ± 9.50 13.31 ± 27.61
Move 9 12.05 ± 10.68 17.24 ± 18.37 30.78 ± 28.37 11.82 ± 6.63

Table 1: Average length, with standard deviation, by move category, in tokens. Column headers are
genres: TA = Travel Agencies, TB = Travel Blogs, PTI = Public Tourism Information, POI = Points of
Interest

represent the concatenation of all moves labeled
2, and so on, here the order of the move labels
randomly changes for each document. We refer
to this method as MOVE Shuffle.
Figure 1 summarizes the threemain models that

are used for our experiments. For each experi-
ment, we use 80% of the corpus for training and
20% for testing, randomly with stratification.
As a last note, it may be the case that Camem-

BERT received part of our data, if not all, during its
training. We believe it does not impact our conclu-
sions, as our goal is to compare results between
approaches in order to study what move structure
can bring to a neural architecture, and not to pro-
pose the best performing approach for the task.

4.2. Results

In this section, we introduce the results for the
three sets of experiments. Each reported result is
the average over 10 iterations. Results of the three
experiments are available in Figure 2. We can see
that the baseline is able to learn the task and even-
tually reach high accuracy. As far as our hypoth-
esis is concerned, it is clear that incorporating the
move structure into the model reduces the num-
ber of epochs required to reach the same degree
of performance, even slightly above: it takes the
baseline more than 600 epochs to reach MOVE’s
performance after 100 epochs. The results regard-
ing the control for text volume (MOVE Shuffle)
show that the move structure does have an effect,
as having move types unaligned – due to random-
ization – clearly decreases the performance of the
model, which plateaus at slightly above .70 where
the two other methods go beyond .90.
The faster learning capacity of the MOVE ap-

proach led us to check whether it would reach high
performance with a very small sample of data. To
that end, we ran the baseline and the MOVE ap-
proach with 25% for train and 75% for testing, in-
stead of the 80/20 that we used for the previous

set of experiments. The results can be seen in Fig-
ure 3. It clearly appears that there is a slight reduc-
tion of performance (average of .84), the baseline
never reaches MOVE’s accuracy (it plateaus at .80).
In consequence we can observe that the proposed
approach reduces the model’s data hunger, being
able to greatly reduce the numbers of epochs with
as few as 30 documents for training the MLP on
top of CamemBERT embeddings.

5. Future Work

Our experiments enabled us to verify our hypoth-
esis: move structure has a noticeable positive im-
pact on the performances of the model within the
context of genre identification. Our third set of ex-
periments allows us to rule out the quantity of text
fed to the model as an explanation for why the
performance increase. This indicates that auto-
matically segmenting and labeling move structure
within documents is a promising research venue
for automatic genre identification.

6. Discussion

6.1. Genre Complexity

If genre studies from all disciplines share one thing
in common, it’s the complexity of genres. Whether
we choose to analyze genres in terms of textual
features, social actions, communities of practice,
power structures or the networks and modalities
in which they operate (and individual researchers
must almost always limit themselves to certain di-
mensions among these), we know that we have
only a partial view of all that is really going on
(Johns et al., 2006). So, whichever approach we
follow, the ways in which we analyze genre are
only partial representations of the complex nature
of genre and the social and communicative func-
tions they have to fulfill.
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Figure 1: Summary of the threemodels used in our
experiments. Each color denotes a distinct move
type.

In digital genre analysis, despite the different
points frameworks focus on, they address a com-
mon theme of digital genres, namely the increased
interconnectedness between discourses. While it
is common for genre analysts to place one genre
in relation to other genres, this practice has be-
comemore complicated due to digital technologies
that allow a text to be easily linked to other texts
through hyperlinks. This function of hypertextual-
ity provokes possible ways of constructing genres,
and at the same time allows readers to consume
genres in their own personalized ways. This possi-
bility therefore obliges analysts to examine the dif-
ferences created by hyperlinked content in achiev-

Figure 2: Results for the three experiments, Base-
line (CamemBERT + MLP), MOVE (CamemBERT
with move information + MLP) and MOVE shuf-
fle (CamemBERT with shuffled move information
+ MLP). X-axis is the number of epochs, Y-axis is
test accuracy.

Figure 3: Results for Baseline (CamemBERT +
MLP) and MOVE (CamemBERT with move infor-
mation + MLP) with 25% for training and 75% for
testing. X-axis is the number of epochs, Y-axis is
test accuracy.

ing the genre’s communicative goals, particularly
in comparison with a non-digital genre without hy-
perlinks. Another problem is the new, complex
type of digital discourse – tourism discourse in this
case in particular – we need to revise or revisit the
so-called traditional genre models (Askehave and
Nielsen, 2005). Moreover, when analyzing digital
discourse in the field of tourism, we need to take
a multidimensional approach, paying attention not
only to the text, but also to other elements that
are linked to the text (hyperlinks, visual graphic el-
ements, but also other non-textual yet discursive
and commercial elements).

6.2. Web Genre Typology

A possible criticism of Askehave and Nielsen’s
framework is that it does not provide a clear ex-
planation of how the concept of move might be op-
erationalized in a text containing hyperlinks, which
could interrupt a traditionally defined rhetorical unit
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of move (Mehlenbacher, 2017). To address this
criticism, analysts may need to consider that dig-
ital genres offer readers different reading paths
(Baldry et al., 2006) and that a reader may choose
to read according to a dominant mode used in a
text (Kress, 2003). For example, when reading
a home page containing a large part of the text
as well as a hypertext link, a likely reading path
would be to read the full text first, before clicking
on the hypertext link, which would lead to a differ-
ent rhetorical structure.

6.3. Annotation Process
During the annotation process, we encountered
two main problems: the establishment of the an-
notation guide based on studies by Askehave
and Nielsen (2005) and the manual annotation it-
self. Regarding the first obstacle, the proposed
typology of Askehave and Nielsen (2005) leaves
room for interpretation, it is not detailed enough
to be able to use it as annotation guidelines as
it is. Indeed, the authors emphasize in their ar-
ticle that this is an attempt to (1) apply Swales’
model of move structure to the analysis of web-
sites (home pages in particular), (2) propose an an-
alytical framework for genre analysis that doesn’t
reduce media-specific elements to something be-
yond the genre itself. Their aim is not to estab-
lish a taxonomy of digital genres and/or character-
istics specific to digital text genres, their analysis
is purely interpretative and based on their own ob-
servations as default readers of websites. In con-
sequence, we had to adapt our annotation guide-
lines, by expanding or reducing some categories
of their typology (e.g. adding marketing content to
move 6).
Two obstacles were revealed during the man-

ual annotation: the text segmentation and a se-
ries of ”borderline cases” where the segmented
text can belong to two moves, which point to a cer-
tain degree of subjectivity. First, it has become
common practice to segment texts into moves,
these being considered as discourse units con-
taining at least one proposition (e.g. Connor and
Mauranen (1999)). However, some studies have
equated this notion with grammatical units such
as a sentences or paragraphs (e.g. Hopkins and
Dudley-Evans (1988); Peacock (2002)). We can
see that approaches for text segmentation are var-
ious, and strongly depend on the research objec-
tives of each researcher. We had then to decide
how annotators could segment texts in the home
page interface and came up with the idea of iden-
tifying “block of text”, based on visual analysis.
For the second obstacle, few ambiguous cases

have been identified, despite the efforts made to
clarify the annotation guide. Below is an example
that annotators labeled as move 5 or move 6:

Figure 4: Example of text segmentation’s ambigu-
ity. – English translation: Support the blog! If you’d
like to help me keep this travel blog going, please feel
free to make purchases and bookings via the links and
advertising blocks. I earn a small commission to keep
this blog going, and the prices are exactly the same for
you. Thank you in advance! Book a hotel Buy a plane
ticket Rent a car Buy on Amazon Buy a train ticket)

“Resorts exclusifs, adresses confidentielles, city
trips inspirants, croisières de luxe ou circuits ex-
otiques vers les destinations les plus extraordi-
naires du monde – laissez-vous inspirer par le
portefeuille de voyages premium de SIGNATURE
VOYAGES.” (English translation: “Exclusive re-
sorts, confidential addresses, inspiring city trips,
luxury cruises or exotic tours to the world’s most
extraordinary destinations - let yourself be inspired
by SIGNATURE VOYAGES’s premium travel port-
folio”) Indeed, while this is a text that provides de-
tailed information about the services offered by the
company (move 5), it also includes promotional
terms about the brand, its reputation, and the ad-
vantages for Internet users of taking advantage of
the services offered (move6). Regarding the in-
corporation of move structure in natural language
processing tasks, this may suggest that it would
be beneficial to take those borderline cases dur-
ing annotation in a way or another (e.g. allowing
multi-label or creating specific labels for those bor-
derline cases).
Another example is about text segmentation am-

biguity, due to the website owner’s decision on in-
formation presentation, which can be seen in Fig-
ure 4.
We can see that the information is presented

in the same block. However, in terms of textual
content annotators could not decide if this is either



3924

move 4 (indicating a structure) or move 5 (detailing
selected content).

7. Conclusion

In this paper, we conducted a study on the task of
automatic genre identification, working specifically
with websites related to tourism, in French. We in-
troduced a new corpus annotated with move struc-
ture, following an existing typology that we con-
fronted to data we collected online. We showed
that our corpus could be used for experiments on
automatic genre identification. We could show that
leveraging move structure can help models learn
better and faster, while reducing data hunger. Our
insights make the case for investigating the task of
automatic move identification, which is a line of re-
search that has received very little attention from
the community.
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