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Abstract

Successful conversations often rest on common understanding, where all parties are on the same page about

the information being shared. This process, known as conversational grounding, is crucial for building trustworthy

dialog systems that can accurately keep track of and recall the shared information. The proficiencies of an agent

in grounding the conveyed information significantly contribute to building a reliable dialog system. Despite recent

advancements in dialog systems, there exists a noticeable deficit in their grounding capabilities. Traum (Traum,

1995) provided a framework for conversational grounding introducing Grounding Acts and Grounding Units, but

substantial progress, especially in the realm of Large Language Models, remains lacking. To bridge this gap, we

present the annotation of two dialog corpora employing Grounding Acts, Grounding Units, and a measure of their

degree of grounding. We discuss our key findings during the annotation and also provide a baseline model to test

the performance of current Language Models in categorizing the grounding acts of the dialogs. Our work aims to

provide a useful resource for further research in making conversations with machines better understood and more

reliable in natural day-to-day collaborative dialogs.
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1. Introduction

In linguistics, Clark and Brennan (Clark and Bren-

nan, 1991) proposed the concept of ”common

ground” which is a shared body of knowledge and

assumptions collectively forged by the participants

in a conversation. This common ground, accu-

mulated progressively, isn’t just crafted through

verbal exchanges, but also through various other

modalities. For instance, gestures, like pointing

at surrounding objects, signaling acknowledgment

with a nod, or eye contact to solicit more informa-

tion, play vital roles, as pointed out by Nakano et

al. (Nakano et al., 2003). This interactive process

of building common ground during a conversa-

tion, by making sure that both interlocutors share

an understanding of the information that is being

exchanged, is called ’Conversational Grounding’.

It is within this realm of engagement that partic-

ipants navigate, negotiate, and dissipate the in-

herent uncertainties in dialogs, thereby ensuring

its effectiveness. Uncertainty may be resolved

by providing additional context, like ”the big one

next to the Ferrari,” or by requests for clarifica-

tion, such as ”You mean the blue one?”. it is

therefore essential to include a grounding mech-

anism in dialog systems, whether the system as-

sumes the role of speaker — sensing a lack of

comprehension from the listener and supplement-

ing with additional information, or as the listener -

requesting clarifications when deemed necessary

to move forward with the conversation. (Skantze

and Doğruöz, 2023; Benotti and Blackburn, 2021;

Axelsson et al., 2022) further discuss the need for

common ground in today’s dialog systems.

The introduction of Common Ground in conversa-

tion (Clark and Brennan, 1991; Clark and Schae-

fer, 1989) laid a foundation for subsequent explo-

rations into the multifaceted aspects of grounding,

both in human-human and human-machine dialog.

For the latter, numerous efforts have addressed

grounding challenges in conversational systems,

with a notable focus on rule-based modular dia-

log systems. The complexity arises from the in-

herently dynamic nature of dialogs, which cannot

merely be treated as strings of grammatically cor-

rect texts. For example, overlapping utterances

may refer to different pieces of information, with

their grounding therefore occurring out of order. In

addition, interlocutors don’t always manifest overt

signs of having grounded, and as a result, inter-

locutors may need to discern signs of understand-

ing from their counterparts or ask if information has

been understood.

In order to address these challenges, Traum

(Traum, 1995) proposed the concept of Grounding

Acts (GA) and Common Grounding units (CGU),

that provide a way to discretize the phenomenon

of grounding into basic units. A CGU represents

the unit of conversation in which grounding takes

placeand is the smallest information unit of com-

mon ground. A CGU is composed of several indi-

vidual utterances. Each individual utterance has a

corresponding GA. These GAs help in the creation

of the CGUs. Figures 1 and 2 provide an example

of these grounding acts. We discuss these GAs
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Grounding Acts of a CGU

User1 : And I see one stone only - Initiate

User2 : Only one? - Request-Repair

User1 : yes one big stone - Repair

User2 : Okay yeah - Explicit-

Acknowledgment

Figure 1: Example of Grounding Acts from the

’Spot the Difference’ dataset of a particular CGU

starting from initiate and grounding with an ac-

knowledgment

and CGUs in more detail later in Section 3.

Once the dialogs have been grouped into CGUs

using the GAs, it becomes easier to extract the

correct information from these CGUs, store them,

and use them effectively during the course of the

conversation. The pioneering work by Traum and

Allen (Traum and Allen, 1992) delved into GAs

and used them to form CGUs in the the Trains-93

Dataset (Allen et al., 1994). Subsequent investiga-

tions into CGUs predominantly adhered to the an-

notation guidelines laid out by Nakatani and Traum

(Nakatani and Traum, 2001). While they assert

CGUs as fundamental units, they don’t provide in-

formation for the annotation of the GAs. Much of

the work around CGUs has been analytical and

the ones that have been implemented as working

computational models, like (Allen et al., 1994), em-

ploy GAs as a fundamental unit to develop CGUs.

In this paper, we concurrently annotate the GAs

and CGUs to help us mitigate ambiguity, facilitat-

ing a more coherent annotation process for our

annotators. We elucidate the challenges encoun-

tered during the annotation of such natural day-

to-day collaborative dialogs containing the kind

of back-and-forth conversations required for mini-

mizing ambiguity. This annotation leads us to pro-

pose adding new grounding categories inspired

from (Roque and Traum, 2008). We then evalu-

ate the ability of a T5 model to categorize utter-

ances into Grounding Acts, further grouping them

into Common Grounding Units, thereby establish-

ing a baseline for forthcoming investigations using

large language models.

While works like (Bunt et al., 2020) have provided

an annotation scheme, we chose to base our an-

notation on the work of (Traum and Allen, 1992)

since GAs and CGUs provides a more granular

structure to the dialogs, thereby aiding in advanc-

ing research on conversational grounding, espe-

cially in the context of task-oriented dialog where

the breadth of conversational topics/domains is

not restricted. Such task-based dialogs which

require back-and-forth information exchange on

unanticipated domains or referents are very com-

mon in day-to-day life and need to be studied with

respect to Conversational Grounding in order to

build better dialog systems.

We annotate two existing openly available dia-

log corpora with GAs, CGUs and the degree of

grounding at each stage. These corpora are - 1)

Meetup Dataset (Ilinykh et al., 2019) 2) Spot the

Difference (Lopes et al., 2018). While meetup is

a written chat corpus, Spot the Difference is spo-

ken dialogue. Both, however, We work with both

in order to highlight the distinctions between types

of dialog. Both, however, contain conversational

grounding negotiations.

We make available these large corpora annotated

with GAs, CGUs and degree of grounding, to sup-

port future research. Finally, we provide a cod-

ing manual for GAs and CGUs which includes the

changes made to (Traum, 1995)’s classification in

order to facilitate annotation and take into account

the specificities of natural task-oriented dialog of

this kind.

2. Related Work

The importance of robust conversational ground-

ing capabilities in dialogue systems has led to a

lively literature. In linguistics, (Clark and Bren-

nan, 1991) examined the inherent uncertainty in

dialogs that interlocutors negotiate and eliminate

during the grounding process, identifying four dis-

tinct states of uncertainty:

1. B didn’t notice that A uttered any utterance u.

2. B noticed that A uttered some u.

3. B correctly heard u.

4. B understood what A meant by u.

Paek and Horvitz (Paek and Horvitz, 2000)’s sub-

sequent work proposed different hierarchical lev-

els of mutual understanding: Channel, Signal, In-

tention and Conversation. The collective insights

from these works (Paek and Horvitz, 2000; Clark

and Brennan, 1991) show the importance of a

hierarchy of understanding to truly solve the is-

sue of conversational grounding in the spoken di-

alog system. Traum (Traum, 1995) provided an-

other hierarchical structure of Grounding Acts and

Common Grounding Units as discussed in sec-

tion 3. Later theories like Centering Theory (Grosz

et al., 1983) and Domain Reference theory (Denis,

2010) offered methods to represent and store the

grounded information. However, their effective-

ness was limited to closed domains, largely due

to their heavy reliance on rule-based approaches.

Therefore, efforts towards developing more adapt-

able models that can categorize utterances into
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various grounding units irrespective of the domain

would significantly contribute to the field.

Numerous datasets have been curated to aid re-

search endeavors in conversational grounding.

Among these, Photobook (Haber et al., 2019)

is a large-scale collection of visually-grounded,

task-oriented dialogs in English designed to per-

mit the study of shared dialog history accumu-

lated during conversation. Two participants are

asked to identify shared images in their respec-

tive photo books by exchanging text messages.

OneCommon and Dynamic OneCommon (Uda-

gawa and Aizawa, 2019, 2021) provided data ne-

cessitating enhanced common grounding capa-

bilities amidst continuous and partially observ-

able contexts. Talk The Walk (de Vries et al.,

2018) amalgamated three crucial aspects: per-

ception, enabling a tourist to observe the world;

action, facilitating navigation through the environ-

ment for the tourist; and interactive dialog, aiding

both the tourist and a guide in accomplishing their

shared objective. They constructed a virtual 2D

grid environment by manually capturing 360-views

of several neighborhoods of NYC. Although the

aforementioned datasets predominantly encapsu-

late text-based dialogs, HCRC Maptask (Thomp-

son et al., 1993) emerged as one of the pioneering

datasets comprising spoken dialogs, designed ex-

plicitly for conversational grounding studies. Here,

two individuals are presented with maps, where

one possesses a route, and the other is tasked

with reproducing that route post-discussion. A lim-

itation across many of these datasets is that a sub-

stantial portion of the utterances comprise merely

one or two words, as participants strive to fulfill

the specified task quickly instead of conveying and

discussing their thoughts. This scenario hardly

mirrors the more organic conversations typically

occurring between interlocutors in day-to-day con-

versations. In contrast, datasets like Teach (Pad-

makumar et al., 2022), present a more specific

scenario conducive to developing agents recep-

tive to commands. Here, a designated ”teacher”

imparts instructions, such as coffee preparation,

to a ”follower,” and throughout this process, ref-

erences to various objects are made. This setup,

however, remains tailored to a particular scenario

and, hence may not capture the essence of con-

versational grounding in more generalized dialog.

Challenges such as the Give Challenge (Gargett

et al., 2010) tried to remove some of the con-

straints present in other datasets. However, such

challenges are hard to conduct due to logistical

limitations. We describe our rationale for select-

ing our specific datasets in section 4.

Several studies (Mushin et al., 2003; Traum and

Heeman, 1996; Takeoka and Shimojima, 2002)

have explored CGUs, but with the aim of analyz-

ing CGUs alongside other phenomena such as

intonation, dialog acts (which differ from ground-

ing acts), boundary tones, etc., and therefore,

were not conducted on a broad scale. Further-

more, many of these studies utilized the anno-

tation coding manual from (Nakatani and Traum,

2001), which accounted for CGUs as fundamen-

tal units but didn’t look at GAs. Additionally, the

efforts aimed at developing computational models

of CGUs (Traum, 1995, 1999; Visser et al., 2014)

employed GAs as the foundational unit for con-

structing CGUs and encompassedmerely 1000 ut-

terances from the Trains-93 dataset (Allen et al.,

1994). The datasets we deploy here include 4934

utterances in Spot the Difference and 5131 utter-

ances in Meetup dataset.

3. Grounding Acts and Common

Grounding Units

Traum (Traum and Allen, 1992)’s introduction of

Grounding Acts facilitated the decomposition of

the phenomenon into fundamental units. It in-

cludes the following categories -

1. Initiate: An initial utterance of a ground-

ing unit which proposes information to be

grounded;

2. Continue: Continuation of the previous act

from the same speaker. Separate intonation

phrase but syntactically and semantically part

of the same act;

3. Acknowledge: An acknowledgment of the

proposed information from the interlocutor;

4. Repair: Correction of previously uttered ma-

terial or addition of omitted material that will

change the listener’s interpretation of the

speaker’s communicative intention. It is dif-

ferent from domain clarifications where the

interlocutor brings back a domain/topic and

re-opens it. Repairs concern the ground-

ing of content and not changes to previously

grounded content;

5. Request Repair: Often distinguished from

repair and acknowledgment using intonation

where where the interlocutor asks for further

clarification;

6. Request Acknowledge: Attempt to elicit an

acknowledgement of the previous utterance;

7. Cancel: Closes off the current Discourse Unit

ungrounded.

The GAs and CGUs described here provided a

way to create the hierarchical level of understand-

ing discovered in previous work. The seven cate-

gories of GAs help us understand when a piece of
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information is considered grounded. Each unit or

CGU starts with an initiate and is grounded after an

implicit or explicit form of acknowledgment. Later,

Roque and Traum (Roque and Traum, 2008) em-

phasized that the Grounding Acts could also help

us to understand the degree of uncertainty in a di-

alog.

4. Datasets

Upon reviewing the available datasets, we have

decided to utilize the Meetup (Ilinykh et al., 2019)

and Spot the Difference datasets (Lopes et al.,

2018) for our annotations.

The Meetup dataset featured a scenario wherein

two participants are placed on a 2D grid, with each

vertex representing a room. The objective is for

the participants to converge on the same room,

despite only having visibility of their respective

rooms. Navigational actions (east, west, north, or

south) move participants to new rooms, unveiling

the image of the newly entered room. Achieving

the goal necessitates room descriptions, formula-

tion and communication of a converging strategy,

retention of room descriptions shared by the coun-

terpart, and mental modeling of the other partici-

pant’s room configurations. Although the dataset

is text-based, it serves as a great resource for ex-

ploring and developing grounding models. Unlike

many tasks that designate a leader role to one par-

ticipant, this task creates an egalitarian dynamic

where both participants can assume initiator or re-

sponder roles. Consequently, we plan to continue

to use this dataset for our experiments.

The ”Spot the Difference” dataset presents a spo-

ken dialog scenario involving two participants,

each provided with slightly distinct images. Posi-

tioned in separate rooms, they communicate via

audio calls to identify the discrepancies between

their respective images. This dataset iss a valu-

able asset for examining conversational grounding

in a spoken dialog framework.

”Spot the difference” and Meetup datasetare

therefore ideal for evaluating and implementing

grounding models. We annotated all 430 dialogs

from the Meetup dataset, containing 5131 utter-

ances. However, due to the vast size of the Spot

the Difference dataset, we only annotated 50 di-

alogs chosen at random, comprising 4934 utter-

ances. The link for annotated data is in the foot-

notes 1.

5. Annotation Scheme

Annotation was carried out by two individuals pos-

sessing a background in computational linguistics.

An Inter-Rater Reliability (IRR) score of 0.81 and

0.78 was attained on the annotation of the Meetup

1Link for data and annotation manual

dataset and Spot the Difference dataset respec-

tively, using Cohen’s Kappa, indicating a substan-

tial level of agreement using a well-detailed anno-

tation manual. As the CGUs could be calculated

easily once the GAs were calculated, we have pro-

vided IRRs for GAs here. The annotation process,

proved to offer valuable insights into the workings

of conversational grounding in such natural, day-

to-day dialogs, as discussed in Section 6 and Sec-

tion 7.

In the annotation task, besides the categories of

acts outlined by (Traum and Allen, 1992), we pro-

pose the inclusion of two additional categories:

Repeat and None. The Repeat category encom-

passes instances where the speaker reiterates

previously mentioned information, while the None

category was necessary to account for many ut-

terances that did not significantly contribute to the

grounding process. Furthermore, drawing inspira-

tion from Roque and Traum (Roque and Traum,

2008), we introduce sub-categories of acknowl-

edgment to offer a more nuanced understanding

of that dynamic -

1. Explicit Acknowledgment: describes utter-

ances that indicate acknowledgment regard-

ing the provided information, such as ’okay’,

’ya’, etc.

2. Repeat Back: used when the listener repeats

the information provided.

3. Move on: necessary when the listener tran-

sitions to a different topic, and thus implicitly

signifies acknowledgment, but only in cases

where the preceding information did not ne-

cessitate a response. Questions or direc-

tive statements requiring action are examples

where transitioning away without addressing

them would not imply acknowledgment.

4. Use: characterizes the listener utilizing the

shared information to provide additional de-

tails. For example, if the speaker says ”I will

be going to Paris next month” and the listener

replies with ”Oh I love Paris!!”, then it’s an im-

plicit form of grounding of the speaker’s infor-

mation from the listener.

The inclusion of these sub-categories aided the

annotators in delineating the boundaries between

the CGUs more effectively. The ’Use’ category

further facilitated the establishment of connections

between different CGUs related to the same topic.

This created a hierarchical structure that could fur-

ther be used for both reasoning and storage of the

grounded information in dialog systems.

During the annotation process, we regarded infor-

mation as grounded when it was acknowledged

by the listener, whether explicitly or implicitly.

https://osf.io/qfcnm/?view_only=34e7259fe8fc4ade82d55ba7d5105ffe
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Figure 2: Annotation of meetup dataset

However, note that a Common Grounding Unit

(CGU) may be reopened after being grounded

in instances of a Repair, a Request-Repair, or a

Request-Acknowledge. Moreover, a CGU can be

removed from the list of grounded CGUs if the pro-

poser revokes it.

In our annotations, we also assessed the level

of grounding for each Common Grounding Unit

(CGU) upon its grounding, categorizing them into

four levels: High, Medium, Low, and Ambigu-

ous. CGUs that are re-affirmed by the speaker

through a repeat-back are assigned a high degree

of grounding. Meanwhile, those grounded by the

’Use’ grounding act or ’Explicit Acknowledgment’

are designated a medium degree. When a CGU

is grounded due to a ’Move on’ act, it’s assigned

a low degree, indicating a higher likelihood of al-

teration in future discussions. Lastly, certain utter-

ances appeared to be grounded, yet annotators

found them to be ambiguous, placing them in the

’ambiguous’ category. For instance, in a scenario

from theMeetup dataset, a speaker posesmultiple

questions about a room, such as ’Does it have a

chair? Is there a doll on the table as well? Do

they have refrigerators?’ and the user provides

an ambiguous answer by saying ’No it’s not my

room’. In such cases, it remains unclear which, if

any, of the three utterances the ambiguous answer

is addressing. While further clarifications were re-

quired, the participants moved to other information

in the original dialog. Hence, we decided to keep

such utterances under the ’ambiguous’ category

even if the CGU was closed. It is noteworthy that

in some instances, especially within the spoken

dialog corpora, the degree of grounding was de-

termined based on the context, including prosody,

and the intent conveyed in the utterance.

Figure 2 shows an example of the annotations.

The GAs help decide the CGU IDs of the utter-

Continue vs Repair Example

User A: And it has like two shapes - Initiate

User B: Yeah - Exp-Acknowledgment

User A: like two polygon shapes - Con-

tinue/Repair

User B: yeah - Exp-Acknowledgment

Figure 3: Instance of confusion between Continue

and Repair in Spot the Difference dataset

ance. After each utterance, we maintain a list of

all the CGUs that haven’t been grounded yet un-

der the Open CGUs column and also mention the

CGUs that were closed by that particular utter-

ance in the CGUs Closed column. Each CGU ID

is closed/grounded once it is implicitly or explicitly

acknowledged. Following their grounding, we also

designate the respective degree. As illustrated in

the figure, it’s possible for a single utterance to be

associated with multiple CGUs.

6. Challenges

During the course of annotation, we encountered

various scenarios that posed challenges to the

process. For instance, there were instances

where distinguishing between a ’Continue’ and a

’Repair’ was challenging. The provided definitions

occasionally fell short, necessitating a deeper con-

textual understanding for accurate categorization

of the utterances. Figure 3 illustrates an instance

where User A, having been interrupted by User B,

appears to repair the information by adding newer

information. However, upon closer listening, it be-

comes clear that it was a continuation of the origi-

nal statement.
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Cancelation of Request-Repair Example

A: Is there a bed? - Initiate (CGU 1)

B: yes - Use (CGU 1)

A: A chair? - Initiate (CGU 2)

B: yes - Use (CGU 2)

A: Was there a bed again? - Request-

Repair (CGU 1)

A: ah yes, never mind - Cancel (CGU 1)

Figure 4: Instance of Cancelation of a re-opened

CGU leading to grounding

Additionally, we faced complications with back-

channel responses, as they weren’t always indica-

tive of acknowledgments, but sometimes simply

indicated that the interlocutor was listening, and

hence, were annotated as ’None’. They were ex-

amples of the early levels of grounding in the four-

level hierarchy provided by (Clark and Brennan,

1991). Similarly, within the spoken dialog corpus,

we discovered instances where the listener was

either continuing or repairing the utterance origi-

nated by the initiator, adding another layer of com-

plexity to annotation.

For spoken dialog, determining whether an utter-

ance was merely the interlocutor murmuring, ver-

balizing thoughts, or engaging in a conversation

with the other participant presented a challenge.

These instances were particularly hard to annotate

as they occasionally lacked coherence when eval-

uated solely based on the transcript, without au-

ditory context. This underscores the significance

of the cues contained in audio, a topic that we are

currently pursuing.

In the written dialog, we observed instances where

a repair was initiated on a closed CGU but later the

repair itself was canceled. However, such cancel-

lations do not result in the dismissal of the entire

CGU (Common Grounding Unit). Hence, a can-

cellation does not always remove a CGU but can

also ground it, as can be seen in Figure 4. In 23 in-

stances within the Meetup dataset, the annotators

found it necessary to revise annotation of a spe-

cific utterance upon examination of subsequent

utterances. We denote such instances with a ’*’

in the annotated corpus. Additionally, in the writ-

ten dialogs, there were places where both partici-

pants were typing simultaneously, potentially over-

looking the utterances from their counterparts. To

address this issue, we computed the average re-

sponse time for utterances of different lengths (in

number of words). We subsequently employed the

average response time to ascertain whether it was

feasible for the interlocutor to have read, compre-

hended, and grounded the preceding utterance,

Disordered dialog Example

Original Dialog

User A: Blue curtains

User A: Am I in it?

User A: Pink floor

More fluent order

User A: Blue curtains

User A: Pink floor

User A: Am I in it?

Figure 5: Example of disordered dialog in Meetup

Multi-threaded Example

User 1 : I am in the reading room.

User 2 : me too.

User 2 : 2 people on computers in the

background.

User 1 : Book shelf on the wall.

User 1 : One table and a chair.

User 1 : No you are not.

Figure 6: Example of Multi-threaded dialog

and then write the subsequent utterance. If the

response time was less then we did not consider

the preceding utterance to be grounded.

We also came across examples containing ”non-

linear” or ”disordered” utterances which made it

challenging to group the utterances into CGUs.

Figure 5 shows an example where the question

was asked by the participant before providing the

entire context. Similarly, Figure 6 shows a multi-

threaded dialog where User 1 responds with a ”No

you are not” to User 2’s ”me too” utterance.

7. Analysis

The aggregate counts of Grounding Acts across

various categories are presented in Table 1, facil-

itating an examination of frequently occurring acts

versus the seldom occurring ones. This distinction

is valuable as current Language Learning Mod-

els (LLMs), which largely depend on their training

data, might struggle to grasp certain phenomena

associated with the less frequent acts. Likewise,

Table 2 enumerates the counts for the ’Spot the

Difference’ dataset. It is evident that ’Spot the

Difference’ possesses a notably higher count of

explicit Acknowledgments relative to ’Move’, high-

lighting the variation in acknowledgment methods

in across contexts. Moreover, while there is a sig-

nificant presence of Repairs and Repeat-Backs in

’Spot the Difference’, acts such as Cancel are min-
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imally represented in both scenarios.

Table 1: Total number of instances of each

Grounding Act in Meetup Dataset

Grounding Act # Instances % Instances

Initiate 2633 49.03

Cancel 4 0.07

Explicit Ack. 364 6.77

Move 937 17.44

Repair 86 1.60

Repeat 21 0.39

Repeat-Back 10 0.18

Request-Ack. 1 0.01

Request-Repair 42 0.78

Use 1273 23.70

Table 2: Total number of instances of each

Grounding Act in Spot the Difference Dataset

Grounding Act # Instances % Instances

Initiate 3723 62.28

Cancel 2 0.03

Explicit Ack. 1233 20.62

Move 117 1.95

Repair 977 16.3

Repeat 124 2.07

Repeat-Back 153 2.55

Request-Ack. 3 0.05

Request-Repair 339 5.67

Use 542 9.06

In the process of annotating CGUs for the Meetup

dataset, we identified 27 instances where a spe-

cific CGU was revisited post-grounding. Among

these, 11 instances exhibited a time-lapse ex-

ceeding 10 seconds, with the longest gap stretch-

ing to 1 minute 9 seconds — notable given that

conversations in the dataset never exceeded 3

minutes. For the Spot the Difference dataset,

in 630 instances the CGUs were revisited post-

grounding with the longest gap stretching to 1

minute 38 seconds.

While a majority of CGUs in Meetup were

grounded in the following utterance (1599 in-

stances to be precise), the longest grounding tra-

jectory spanned 13 utterances from initiation un-

til acknowledgment. In ”Spot the Difference”, the

longest trajectory was even more pronounced, en-

compassing 85 utterances. This observation un-

derscores the necessity for dialog systems to han-

dle long-term contexts and the capability to revise

them.

Furthermore, we noted 32 instances in Meetup

where CGUs were tagged as ambiguous, high-

lighting the need for dialog models to be able to

T5 input Example

Context:

[00:15] User1: I see a lamp [CGU 1]

[00:17] User1: go west [CGU 2]

First utterance of context(U1) belongs to

CGU 1 and Second utterance(U2) belongs

to CGU 2

Next Utterance(U3) : ”[00:19] A: no lamp

here”

Final Input:

For CGU1 -

<special_token>U1<special_token></s>U2

</s></s>U3</s>Use</s>

For CGU2 -

U1</s><special_token>U2<special_token>

</s></s>U3</s>None</s>

For CGU3 -

U1</s>U2</s></s>U3</s>Initiate</s>

Figure 7: Example of input to T5 model

discuss and dismiss ambiguities when necessary.

”Spot the Difference”, on the other hand, did not

contain such ambiguities, perhaps because of the

potential for prosody to disambiguate.

Additionally, in ”Spot the Difference,” 5 instances

were found where participants were murmuring

to themselves, rather than to their interlocutor.

These annotations are identified to aid future anal-

ysis and modeling efforts. Likewise, in 171 in-

stances in Spot the Difference, subsequent utter-

ances provided context essential for accurate an-

notation. These instances are flagged with a ’*’.

This emphasizes the need for models to be capa-

ble of considering subsequent utterances as con-

text. Similarly, in some places the interlocutors

spoke at the same time, preventing accurate tran-

scription. These have been flagged with a ’#’.

8. Model

Following the annotation of Grounding Acts (GAs)

and Conversational Grounding Units (CGUs),

we proceeded to evaluate the capability of cur-

rent transformer-based models (Vaswani et al.,

2017) to categorize these utterances into various

Grounding Act categories. Given that CGUs are

derived based on the GAs, there is no need for two

distinct models. CGUs were created with ’Initiate’

and grounded at an ’Acknowledgment’. We de-
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Table 3: T5 performance on Meetup dataset

GA
Accuracy w/o

weighted loss

Accuracy with

weighted loss

Use: 0.66 0.74

Move: 0.68 0.70

Req-Ack 0.00 0.00

Req-Repair 0.00 0.00

Repair 0.00 0.57

Initiate 0.99 0.99

Repeat 0.00 0.00

Explicit-Ack 0.62 0.11

Continue 0.00 0.05

Repeat-Back 0.00 0.00

Cancel 0.00 0.00

Table 4: T5 performance on Spot the Difference

dataset

GA
Accuracy w/o

weighted loss

Accuracy with

weighted loss

Use: 0.00 0.01

Move: 0.00 0.00

Req-Ack 0.00 0.00

Req-Repair 0.00 0.00

Repair 0.00 0.00

Initiate 0.23 0.31

Repeat 0.00 0.00

Explicit-Ack 0.35 0.86

Continue 0.15 0.24

Repeat-Back 0.00 0.00

Cancel 0.00 0.00

cided to use the T5 (Raffel et al., 2020), a text-to-

text encoder-decoder-based transformer model.

We divided the utterances into sets using the ra-

tio of 70:15:15 for train, dev, and test sets, re-

spectively, each containing same proportion of ev-

ery GA. Since an utterance can belong to multiple

CGUs, we needed to calculate the possible classi-

fication of that utterance for every CGU. If an utter-

ance did not belong to a CGU then we classified

it as None for that CGU. The model’s input repre-

sentation is depicted in Figure 7. For CGU 1, the

subsequent utterance is designated a GA of ’Use’,

whereas, for CGU 2, it is assigned ’None’. Concur-

rently, this utterance also initiates a new CGU 3.

The input to the model contains the dialog history,

the next utterance, and the label each separated

by a separator token ’</s>’. For CGU 1, the utter-

ance U1 of the context is surrounded with a special

token to mark that the utterance belongs to the fo-

cal CGU. Similarly, for CGU 2, the special token

is around utterance U2. For CGU 3, since no ut-

terance in dialog history belongs to this new CGU,

we do not mark any other with the special token.

As described above, experiments used a T5-base

model, fine-tuned with cross-entropy loss. The

model’s accuracy across various Grounding Acts

(GAs) on the meetup dataset is detailed in Table

3. We also outline the accuracy following the ap-

plication of a weighted loss function during fine-

tuning. While the adoption of weighted loss en-

hanced the model’s accuracy, the model perfor-

mance is not substantial. Thus, we cobsuder ut

ti serve as a baseline reference for subsequent

research efforts on modeling GAs. Similarly, we

show an improved model performance on the Spot

the Difference dataset in Table 4. A probable ex-

planation for the observed performance discrep-

ancy across distinct categories could be the signif-

icant imbalance in category sizes, as illustrated in

Tables 1 and 2. While the small number of exam-

ples in these datasets could be seen as problem-

atic, we justify their use by pointing out that they

are representative of natural conversations of this

sort.

9. Conclusion

In this paper, we investigated the domain of con-

versational grounding, highlighting the pivotal role

of Grounding Acts (GAs) and Common Ground-

ing Units (CGUs) in structuring dialog. The use of

Meetup and Spot the Difference datasets under-

scored diverse grounding challenges while also

illuminating the potential of rigorously annotated

GAs and CGUs as instrumental tools for advanc-

ing research in this domain. The structured cat-

egorization paved the way for more effective ex-

traction, storage, and utilization of dialogic infor-

mation, essential for building an effective conver-

sational agent. We also employed a T5 model to

categorize utterances into GAs and subsequently

group them into CGUs, establishing a preliminary

benchmark for future computational endeavors in

this sphere. In the future, it will be interesting to

compare the performance of models trained on

GAs and those trained directly on CGUs. In con-

clusion, we believe that the large annotated cor-

pora we make available, along with a refined cod-

ing manual, provide a robust foundation for sub-

sequent investigations, extending a valuable re-

source for conversational grounding research.
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