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Abstract
User-generated data sources have gained significance in uncovering Adverse Drug Reactions (ADRs), with an
increasing number of discussions occurring in the digital world. However, the existing clinical corpora predominantly
revolve around scientific articles in English. This work presents a multilingual corpus of texts concerning ADRs
gathered from diverse sources, including patient fora, social media, and clinical reports in German, French,
and Japanese. Our corpus contains annotations covering 12 entity types, four attribute types, and 13 relation
types. It contributes to the development of real-world multilingual language models for healthcare. We provide
statistics to highlight certain challenges associated with the corpus and conduct preliminary experiments re-
sulting in strong baselines for extracting entities and relations between these entities, both within and across languages.
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1. Introduction

An adverse drug reaction (ADR) is a “harmful or
unpleasant reaction, resulting from an intervention
related to the use of a medicinal product” (Edwards
and Aronson, 2000). ADRs constitute a significant
problem in pharmacovigilance. No medication is
without side effects, and even though there are clini-
cal trials for each drug, the pool of patients included
in the trials can never represent an entire population
with respect to, e.g., age, gender, health, or ethnic-
ity (Hazell and Shakir, 2006). Even post-release
surveillance campaigns might fail to reach the pa-
tients who have issues with the released medication
(Hazell and Shakir, 2006). Therefore, medication
use and effects must be monitored constantly.

Consequently, biomedical and clinical texts are a
much-used resource for supporting pharmacovigi-
lance since they contain information about patients,
their medication intake, and, potentially, their med-
ical history. For example, researchers extract in-
formation from electronic health records (EHRs),
scientific publications, public health or treatment
guidelines, search logs (White et al., 2016), and
any other text dealing with medical issues. How-
ever, all of these are written from the physician’s
perspective of treating the patient.

∗Shared first authorship; Corresponding author:
raithel@tu-berlin.de

In contrast, social media, such as X (formerly
Twitter) or Facebook, are created from the patient’s
perspective. Taken collectively, social media con-
tent can provide population-level signals for ADRs
and other health-related topics. Internet and social
media engage many users and offer the means to
access data at scale for specific topics of interest.
Previous studies have shown that despite the large
online user communities, they are not necessarily
a representative sample of the population at large
(Hargittai and Walejko, 2008; Wagner et al., 2015).
Nonetheless, people can use social media to anony-
mously discuss health issues in their own words
without the fear of not being taken seriously, which
is, in fact, one of the reasons for the under-reporting
of ADRs, alongside a general mistrust of clinical
providers (Yang et al., 2012; Palleria et al., 2013).
Another factor making social media useful for de-
tecting ADRs is the variety of languages provided
on the internet, making health-related information
more accessible to laypeople. They, therefore, of-
ten turn to patient fora to research and collect infor-
mation on topics they are concerned with, following
“translations” from technical terminology to lay lan-
guage provided by other members of the respective
communities. Sometimes, there are even clinicians
involved in these fora. This, again, highlights the
necessity to extract relevant information not only
from texts written by experts but also to listen to
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the patients’ voices and process texts written by
“normal” people.

Although the number of non-English and multilin-
gual datasets is rising in the clinical and biomedical
domain (Névéol et al., 2018), there is still a need
for shareable corpora for particular tasks. Espe-
cially the detection of ADRs, which is important
across all countries and, therefore, languages, still
shows much room for improvement, even in English
data (Magge et al., 2021), but more so in other lan-
guages (Klein et al., 2020; Raithel et al., 2022).
Furthermore, shifting the perspective to the patient
with the help of social media might support clini-
cians and other practitioners to understand their
patients and the experienced ADRs better, react
more appropriately, and meet the patients’ needs
more precisely (Arase et al., 2020). This also al-
lows patients to participate actively in their treat-
ment (Segura-Bedmar et al., 2014). Finally, the col-
lected information from these crowd signals can be
used for drug re-purposing and the development of
new medications (Scaboro et al., 2022). Therefore,
with the presented work, we aim to broaden the
access to resources for pharmacovigilance across
languages and switch the perspective on health
issues to the one of the patients. We contribute
to the development of real-world and multilingual
models for patient-centric healthcare as follows:

• We provide a new multilingual corpus focused
on ADRs in three languages: German, French,
and Japanese. It is annotated with entities, at-
tributes, and relations to describe experiences
with ADRs from a patient’s perspective.1

• We describe the characteristics of the pre-
sented data and highlight challenges associ-
ated with the extraction of ADRs.

• We provide annotation guidelines, which aim
to be robust across a variety of languages.2

• We provide baseline models for named entity
extraction, attribute classification, and relation
extraction.1

2. Related Work

2.1. Methods
Since approximately 2010, with one of the first pub-
lications on the extraction of ADRs from social me-
dia by Leaman et al. (2010), the interest in and the
number of social media datasets has been grow-
ing slowly. By now, researchers, health-related

1Data and code can be found here: https://
github.com/Dotkat-dotcome/KEEPHA-ADR

2https://github.com/DFKI-NLP/keepha_
annotation_guidelines/blob/main/KEEPHA_
annotation_guidelines.pdf

industries, and authorities recognize the value of
patient-generated data with respect to improving
medication products and public health monitoring
(Sarker et al., 2015).

Detecting and extracting ADRs from social me-
dia is done similarly to other information extraction
tasks in NLP. With the success of Transformer-
based models (Vaswani et al., 2017) like BERT
(Devlin et al., 2019) and XLM-RoBERTa (Conneau
et al., 2020) in almost all areas of NLP, these also
started to dominate in the task of ADR extrac-
tion (Tutubalina et al., 2021; Weissenbacher et al.,
2022). Even so, there are still quite a few chal-
lenges in need of being addressed. The detection
of ADRs in user-generated texts often suffers from
small corpora (see Section 2.2), imbalanced label
distributions, spelling mistakes, and colloquial lan-
guage in general, and only a few language-specific
medical Transformer models exist. Further, docu-
ments can contain ambiguous content and specu-
lated statements or patients worrying about things
that have not yet happened. These need to be
distinguished from actual occurrences of ADRs.

In the context of the Social Media Mining for
Health3 (SMM4H) 2022 shared task, Portelli et al.
(2022) address the limits of Transformers concern-
ing document classification, entity extraction, and
normalization. They show that ensembling meth-
ods and architectures can improve the performance
of these models, but also by using generative mod-
els like GPT-2 (Radford et al., 2019).

Miftahutdinov et al. (2020) compare different
model and data setups and demonstrate that a
Convolutional Neural Network in combination with
fastText embeddings (Bojanowski et al., 2017)
can outperform mBERT on Russian ADR texts in
binary classification. When using both English and
Russian tweets for fine-tuning an English-Russian
BERT model (EnRuDRBERT) they achieved the best
result (within their experiments), especially when
compared to only fine-tuning on Russian data. How-
ever, the authors also note that adding Russian
data to the English data only improved the re-
sults on the English test set by one percentage
point. Gencoglu (2020) uses sentence embeddings
(Reimers and Gurevych, 2019) to represent the
tweets from SMM4H 2020, based on RoBERTa (Liu
et al., 2019) for English and multilingual Distil-
BERT (Sanh et al., 2019) for Russian and French
to perform document classification. They further
weigh the contribution of positive samples to the
loss function higher than the one of the negative
samples to account for the label imbalance. With
this, they achieve the best result within the shared
task on the French dataset (F1 = 17%).

Chowdhury et al. (2018) simultaneously classify

3https://healthlanguageprocessing.org/
smm4h-2022/

https://github.com/Dotkat-dotcome/KEEPHA-ADR
https://github.com/Dotkat-dotcome/KEEPHA-ADR
https://github.com/DFKI-NLP/keepha_annotation_guidelines/blob/main/KEEPHA_annotation_guidelines.pdf
https://github.com/DFKI-NLP/keepha_annotation_guidelines/blob/main/KEEPHA_annotation_guidelines.pdf
https://github.com/DFKI-NLP/keepha_annotation_guidelines/blob/main/KEEPHA_annotation_guidelines.pdf
https://healthlanguageprocessing.org/smm4h-2022/
https://healthlanguageprocessing.org/smm4h-2022/
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posts and extract ADR and indication mentions
from social media data in a multi-task setting. They
combine additive attention (Bahdanau et al., 2015)
and a coverage mechanism (See et al., 2017) in
a Recurrent Neural Network (RNN) and show that
with this, mentions of ADRs are captured more ac-
curately. Raval et al. (2021) model the tasks of ADR
classification and extraction in a generative setting
and use T5 (Raffel et al., 2020) for a sequence-
to-sequence approach. Adding temperature scal-
ing (Devlin et al., 2019) and proportional mixing to
account for different dataset sizes and languages
improves performance in the binary classification
of the French SMM4H 2020 dataset (F1 = 20%)
compared with earlier results.

Similar work focuses on other types of text or
medically relevant information. For example, Meoni
et al. (2023) and Agrawal et al. (2022) study multilin-
gual medical entity extraction using large language
models (LLMs) with InstructGPT (Ouyang et al.,
2022) and Feng et al. (2023) propose DKADE, a
framework incorporating a knowledge base that al-
lows extracting ADRs and associated medication
mentions in Chinese medical texts.

2.2. Existing Datasets
While there are many social media datasets re-
lated to the extraction of ADRs for English, e.g., the
CADEC (Karimi et al., 2015) and PsyTar (Zolnoori
et al., 2019) corpora, non-English datasets are rare.
We show those published in recent years in Table 6
in Appendix A and describe them in more detail
below.

Spanish The SpanishADR corpus (Segura-
Bedmar et al., 2014) was the first non-English social
media dataset focused on ADRs. The data orig-
inates from the patient forum “ForumClinic”. 400
forum posts were randomly picked for annotation,
and two annotators annotated adverse events and
drug mentions. Segura-Bedmar et al. (2014) report
an inter-annotator agreement (IAA) based on F1

score of 0.89 for the drug mentions and 0.59 for
adverse events.

Russian Alimova et al. (2017) provided the first
corpus in Russian. They crawled the drug review fo-
rum Otzovik and created a corpus based on 580 re-
views. The reviews were annotated sentence-wise
with one out of four labels: Indication, Beneficial
effect, Adverse drug reaction, Other.

Tutubalina et al. (2021) created RuDReC, also
originating from Otzovik. The data is divided into
two parts: one containing annotations on the en-
tity level and the other one without annotations,
comprising about 1.4 million texts from various on-
line sources focused on health-related user posts.

The annotated part comprises 500 documents.
The labels of the annotated corpus are sentence-
based, marking whether or not health-related is-
sues are mentioned using five different sentence
labels. Those that contain health problems were
further annotated on the entity level, distinguishing
six different entity types. IAA was determined to be
“approximately 70%”, using a relaxed agreement
for entities following earlier work (Metke-Jimenez
et al., 2014; Karimi et al., 2015).

Sboev et al. (2022) again harness reviews from
Otzovik. 2,800 drug reviews are annotated with
18 entity types and additional attributes for drug
and disease mentions. Further, specific mentions
are normalized to their respective concepts ICD-10
and MedDRA. The accuracy achieved for the ADR
entity type is 61.1% using exact F1 score.

Klein et al. (2020) present a Twitter dataset made
from Russian tweets with binary annotation. The
training set (the only one available) contains 7,612
tweets of which 666 describe an ADR. For the test
set, Klein et al. (2020) list 1,903 tweets with 166 of
those expressing an ADR. The data was prepared
for the fifth SMM4H shared task in 2020.

French For the same shared task, Klein et al.
(2020) further provide a French corpus based on
data collected from Twitter. The publicly available
training set contains 2,426 tweets with 39 ADR
examples.

Japanese Arase et al. (2020) published a cor-
pus based on the Japanese patient forum TOBYO.
The authors crawled all entries related to lung can-
cer and containing one to five drugs from a pre-
compiled dictionary. The final corpus provides 169
documents annotated with drug effect spans, re-
lated drug mentions, types of reactions, and the
ICD-10 codes for those. IAA was calculated using
Fleiss’ κ, resulting in κ = 0.52 for span and type
agreement.

German Finally, the corpus provided by Raithel
et al. (2022) contains data from the German patient
forum lifeline.de and is annotated with binary labels,
expressing whether or not a document contains a
mention of an ADR. Of the 4,169 documents, only
101 contain ADRs, showing a similar distribution of
labels as other binary annotated corpora.

3. The Corpus

Our new corpus contains data in three languages,
German, French, and Japanese, based on the
project collaborators’ major languages. The three
languages belong to different families, and the data
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originates from different sources, representing di-
verse ways of expressing health-related issues writ-
ten by laypeople. It is annotated with entities, at-
tributes, and relations. With this, we aim to capture
relevant medical mentions from a patient’s perspec-
tive. We further add relationships between these
entities to model, e.g., interactions between drugs
and symptoms (that is, ADRs), body parts, or the
patient’s assessment of their well-being.

3.1. Data Collection
The general requirements we set for the data were
as follows: (i) The data should be health-related
but not specific to any drug or disease, (ii) the data
should be de-identifiable or already de-identified,
(iii) the data should be distributable to other re-
search teams.

German For the German data, we obtained per-
mission from the administrators of the forum Life-
line4, to download and share the data. On Lifeline,
people discuss their experiences with specific dis-
eases or medication and help each other in various
life situations. We built a crawler and downloaded
all posts available in the user forum in July 2021,
containing posts between 2000 and 2021. All mes-
sages were filtered for Covid-19-related posts, to
remove potential vaccine-related reactions and dis-
cussions and avoid biasing our dataset towards
this topic. Ten thousand texts were randomly sam-
pled and annotated with a binary label, expressing
whether the text mentioned an ADR or not. Of
these 10,000, 324 contained ADR mentions and
were subsequently further annotated.

French We found it very difficult to receive access
to French patient fora. For every potential resource,
requirement (iii) would not have been met. Thus,
we translated some of the already de-identified Ger-
man texts and annotated them with binary labels to
reduce the annotation and curation effort. We used
the DeepL5 machine translation service to trans-
late German texts into French. Then, we provided
the texts to native French speakers who checked
the texts for comprehensibility. Minor issues were
corrected by our annotators and texts that were not
comprehensible due to an erroneous translation
were discarded. Finally, we chose 100 translated
documents containing ADRs for further annotation.
Due to the relatively lower number of annotations
in the French data compared to the other two lan-
guages, we designate French as a low-resource
target language for our cross-lingual experiment
in Section 4.2. The set of French texts is distinct
from the German texts to prevent data leakage

4https://fragen.lifeline.de/forum/
5https://www.deepl.com/translator

entity type attributes
drug increase, decrease, stopped,

started, unique_dose
change_trigger
disorder negated
function negated
anatomy
test
opinion positive, negative, neutral
measure
time frequency, duration, date, point

in time
route
doctor
other
user
url
personal_info

Table 1: The different entity types and attributes.
The bottom three are only for de-identification pur-
poses.

in cross-lingual experiments. See Appendix B for
more details on the French and German data.

Japanese The Japanese texts were collected
from both Twitter and Yahoo! JAPAN Chiebukuro
(YJQA)6, a Japanese Q&A forum including health
care issues. For this, we had to relax requirement
(i) for Twitter since searching for tweets without key-
words is not possible due to the limitations of the
Twitter API. We collected tweets that mention the
drug “Lexapro” and its ADR-related keywords (i.e.,
nausea, sleepiness, and appetite) from June 2017
to May 2020. This drug is popular enough to be
mentioned in social media and known as causing
ADRs; we plan to extend the variety of drugs in
future work. For YJQA, we selected the Q&As la-
beled “concerns about ADR” from an existing YJQA
breast-cancer corpus (Kamba et al., 2021), which
is a labeled corpus of 1,000 randomly selected
questions on breast cancer posted to YJQA from
January 2018 to June 2020. See Appendix C for
more details on the Japanese data.

3.2. Annotation
The annotation guidelines were first developed us-
ing English examples from CADEC (Karimi et al.,
2015) and other English corpora related to ADRs.
Annotation was conducted using brat7. After sev-
eral pilot rounds of annotating these, the guidelines
were applied to texts in the target languages and
further refined. Then, our annotators, all (near-

6https://chiebukuro.yahoo.co.jp/
7https://brat.nlplab.org/

https://fragen.lifeline.de/forum/
https://www.deepl.com/translator
https://chiebukuro.yahoo.co.jp/
https://brat.nlplab.org/
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de: Ich hatte vor einer Wocherel. point in time
time die Betablockerdecreaseddrug reduziertchange_trigger

en: I had reducedchange_trigger beta blockersdecreased
drug one week agorel. point in time

time

ja: 10日後くらいにrel. point in time
time ドセタキセルstarted

drug が 始まりますchange_trigger

en: Docetaxelstarteddrug startschange_trigger in about 10 daysrel. point in time
time

Figure 1: Example annotation of a German (top) and Japanese (bottom) text, with their respective English
translation.

) native speakers of the respective languages8,
were trained the same way, i.e., by first annotat-
ing English examples. These annotations were
subsequently discussed and any constructions that
could not be modeled with our annotation scheme
were further investigated to determine if these were
language-agnostic or applied to one language only.
Ultimately, we decided to annotate 12 entity types,
four attribute types, and 13 relation types. They
are shown in Table 1 and Table 2.

De-identification For de-identifying private user
information, such as names and addresses, we
first tried to find as many identifiers as possible us-
ing regular expressions specific to the respective
sub-dataset. Very frequent occurrences were, for
instance, user names, with which patients greet
each other and/or refer to each other using nick-
names (or nicknames of nicknames, for example,
“Mohnblümchen” for the user name “Mohnblume”,
a diminutive of “poppy”). We collected the regu-
lar expression matches and replaced them with a
mask (<user>) to keep the structure of the text
intact. However, since users are very creative in
inventing names, greetings, and goodbyes, not all
of them were captured. Therefore, one of the tasks
for the annotators was to add an entity label user
to all still-existing names during the entity anno-
tation process. Those were then replaced after
the annotation was completed. We did the same
for URLs, (e-mail) addresses, and other potentially
de-identifying information.

Entities We annotate entities in the form of
noun- or verbal phrases together with their mod-
ifying parts, e.g., adjectives and adverbs. Com-
plex modifiers often occurring in Japanese are ex-
cluded to support the language-independence of
the guidelines. We always prefer the smallest core
noun phrase or, otherwise, the whole verb phrase.

8See Appendix D for more information on the annota-
tion process and our annotators.

Metaphors, descriptive language, and spelling mis-
takes are annotated as well. Discontinuous entities
are allowed if necessary.

In more detail, we annotate drug mentions
(drug) and any description of medical signs or
symptoms, no matter whether or not they are an
ADR (disorder). We further annotate trigger
words or phrases that mark a change in medication
intake (change_trigger) as well as mentions de-
scribing any part of the body (anatomy). Next, we
mark body functions (function), i.e., normal pro-
cesses of the body, like “sleep” or “appetite”, which
can sometimes be negated, similar to disorders.
Medical tests (test) and resulting measurements
or medication dosages (measure) are labeled, too,
as well as the means of medication intake (route).
Further, we mark the assessment and evaluation
of patients with respect to drugs, disorders, or func-
tions using the entity type opinion. Since time-
lines are also an essential concept in medication
intake, we apply a label called time to any mention
expressing a time, e.g., a duration or a frequency.
Finally, doctors’ professions are labeled with doc-
tor, and all remaining entities that seem relevant
to the annotator can be marked with other.

Attributes Some entities are extended by at-
tributes. For example, the drug entity can be fur-
ther specialized by adding a marker that represents
the current state of the drug, e.g., whether it was
recently started or stopped by the patient (or by
prescription). Mentions of body functions and disor-
ders can be negated, for example, in the case the
medication helped the patient and the described
symptoms do not exist anymore. Patients’ opinions
on drugs or disorders can be attributed as positive,
negative, or neutral. Lastly, time expressions can
be marked as describing, e.g., a frequency or a
duration.

Relations The most important relation type is
caused and differentiates our corpus from those
of other work described in Section 2.2: We do not
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relation type head tail
caused drug, disorder disorder, func-

tion
treatment_for drug disorder, func-

tion
has_dosage drug measure
experienced_in disorder anatomy
examined_with disorder,

anatomy,
function

test

has_result test measure,
disorder, func-
tion

refers_to disorder disorder,
functionnegated

refers_to drug drug
refers_to anatomy anatomy
refers_to function function
interacted_with drug drug
signals_change_of change-

trigger
drug

has_time drug, disorder time
has_route drug route
is_opinion_about opinion drug, disorder,

function
misc ANY ANY

Table 2: Overview of available relation types and
the entity types they associate. ’ANY’ stands for
any entities we defined.

specifically mark mentions of ADRs with an “ADR”
label but only express ADRs with the caused rela-
tion between medications and symptoms (or body
functions). This relation type can also be used to
mark disorders that are the reason for other dis-
orders or body functions. Further, we represent
treatments of medical signs or symptoms with the
treatment_for relation. Medications and their
routes and dosages can be connected via the types
has_route and has_dosage, respectively. To
connect medical symptoms with a body part, we in-
troduce the relation type experienced_in. More-
over, disorders, body parts, and functions can be
examined_with a test. Those tests can have re-
sults (has_result) in the form of measures (like
a certain cholesterol value), but also in the form
of diagnoses, expressed as disorders or functions.
In case there is evidence that a medication inter-
acted with another one, this can be modeled using
the interacted_with relation type. Triggers of
medication change can be associated with the sig-
nals_change_of relation to a drug mention. Fur-
thermore, drugs and disorders can be connected
to time expressions with the has_time relation,
to mark the time of medication intake or the du-
ration of a symptom. To represent assessments
by patients concerning drugs, disorders, and func-
tions, we introduce the is_opinion_about type.

Finally, we add a refers_to relation type to con-
nect co-referring mentions, e.g., in case patients
first mention a medication name and afterward only
an abbreviation of it. All associations that seem
relevant to the annotators but are not represented
in our annotation scheme can be modeled with the
misc relation. We do not annotate relations if the
relevant entities are part of a hypothetical or spec-
ulative statement or a question. See examples of
annotated texts in Figure 1 and Figure 2.

3.3. Final Dataset
In total, the corpus contains 118 texts in German
with a minimum of 55 tokens per text, 100 texts in
French with at least 42 tokens per text, and 619
texts in Japanese, with the shortest text contain-
ing 15 characters. See Figure 3 for the distribution
text lengths per language. The number of entities,
relations, and attributes per language is shown in
Table 3, and more detailed statistics are shown in
Table 8 (Appendix E). The German data were anno-
tated by two annotators and subsequently consoli-
dated, while the other two datasets were annotated
by one annotator each.

language #doc #ent #rel #attr
de 118 3,487 2,163 1,141
fr 100 1,939 1,129 537
ja 619 9,464 5,083 2,364

Table 3: Number of documents (#doc) with the num-
ber of entities (#ent), relations (#rel), and attributes
(#attr) of each type for each language (lang.).

German The by far most frequent entity type for
the German part of the data is disorder (1,151
annotations), followed by drug (642 annotations).
The entity type with the lowest frequency for Ger-
man is route. Furthermore, caused is the most
often annotated relation type. For attributes, we
find that the time attribute was used quite often by
the annotators (622 times), mostly with duration
or point in time as attribute values. The inter-
annotator agreement for the German data was a
micro average (relaxed) F1 score of 0.77 for enti-
ties (with drug and disorders showing an agree-
ment of 0.93 and 0.84, respectively), 0.38 for rela-
tion types (the annotators agreed on the caused
relation with a score of 0.60) and 0.41 for attributes.
Note that the relation and attribute annotation was
conducted in the same session as the entity anno-
tation, so disagreements in the entity annotation
were propagated to the other layers.

French For French, the most often annotated en-
tity type is disorder (588 mentions). Similar to
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fr: Elle a pris de l’infliximabstopped
drug mais elle est devenue toute rougedisorder et nauséeusedisorder

caused
caused

en: She took infliximabstopped
drug but (. . . ) she became completely reddisorder and nauseousdisorder

caused
caused

Figure 2: An example annotation of a caused relation taken from the French dataset and translated.
According to the writer of this message (patient), the medication infliximab is likely to have caused the
symptoms toute rouge and nauséeuse.

the German data, it is followed by drug. test is
the entity type with the fewest annotations. The
caused relation is annotated in the French data
342 times, showing the highest frequency. Also,
has_time has the second-highest frequency for
French. Attributes for time expressions and medi-
cation mentions are used the most.

Japanese The distribution of the entities in the
Japanese data follows the same pattern as German
and French: disorder and drug are the most fre-
quent types, with 2,843, and 2,031 occurrences,
respectively. Doctors’ names are listed last in terms
of frequency. Regarding relations, we again see
the same pattern as in the other two languages:
caused and has_time are the most frequent re-
lation types with 979 and 753 annotations, respec-
tively. For Japanese, attributes for opinion and
time occur most often.

drug disorder (de) translation (en)
ads Gelenkschmerzen joint pain
estreva gel vermehrte, starke

Kopfschmerzen
increased severe
headaches

cerazette 3kilo runter 3 kilos down
opipramol Watte im Kopf “cotton in my head”
mtx Haarausfall hair loss
venaflaxin Unwirklichkeits-

gefühle
feelings of unreality

utrogest wilde Träume wild dreams

Table 4: A random selection of ADRs (i.e., medica-
tion mentions that have caused disorders) extracted
from the German part of the corpus.

In summary, we can see similar patterns in the
annotations across languages, e.g., the distribution
of entity types. However, the Japanese dataset is
much larger than the German and French datasets,
which is also evident in the number of entity and
relation annotations in total. Apart from being less
distant languages, the French and German data
originate from the same source, and this also shows
in the distribution of annotations.

Due to the colloquial style of the text, it was
sometimes difficult for the annotators to pinpoint the
boundaries of entities since some descriptions are
rather “creative” or even metaphorical (see Table 4).
Similarly, finding the exact attribute for, e.g., a med-
ication mention, was challenging as well since pa-
tients often describe starting and stopping their
medication intake in one and the same sentence.
For illustration, we show some extracted informa-
tion from the German part of the corpus in Table 4,
together with their translations. Note that these
extracted phrases still need to be verified by a phar-
macovigilance expert.

4. Experiments

The following describes our baseline models, which
will be published together with the data and are
meant to serve as a starting point for future work.
We show experiments on named entity recognition
(NER), attribute classification (AC), and relation
extraction (RE).

We evaluate the performance of the models de-
tailed below using brat format to account for span
boundaries independently of the tokenizer. There-
fore, for NER, we convert the predictions of the
models back to brat and evaluate them using “brat
eval”9. We then report micro and macro average F1

scores for all tasks, calculated on relaxed bound-
aries for NER.

4.1. Task Setup
We carried out the three tasks independently.
The hyper-parameter tuning is performed for each
dataset combination for each task.

Name Entity Recognition (NER): The dataset
includes discontinuous and overlapping entity anno-
tations (see Table 9 in Appendix E for details), and
preparing these annotations for model fine-tuning
requires complex methods (Baldini Soares et al.,

9https://perso.limsi.fr/pz/blah2015/.

https://perso.limsi.fr/pz/blah2015/
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2019; Dai et al., 2020; Dirkson et al., 2021; Li et al.,
2021). Since these special entity annotations are
infrequent, we remove sentences containing them
during model fine-tuning. This helps prevent mod-
els from encountering and potentially struggling
with special annotations without employing more
complex handling methods. We convert the brat
annotations to BILOU format (Ratinov and Roth,
2009) for fine-tuning. For evaluation, we convert
the predicted BILOU tags back to brat format.

Attribute Classification (AC): Similar to RE, we
extract the sentences covering the entity corre-
sponding to the attribute and use the special token
pair [E], [/E] to mark the entity.

Relation Extraction (RE): To prepare each rela-
tion sample from the document-level annotations,
we extract only the sentences containing entities
from the documents. We use special token pairs
[E1], [/E1] and [E2], [/E2] (Baldini Soares
et al., 2019) to enclose the head and tail entities.

4.2. Experiment Setup
For all experiments, we fine-tune XLM-
RoBERTalarge (Conneau et al., 2020), henceforth
XLM-R, on the respective downstream task. The
model supports French, German, and Japanese,
among other languages. The different settings are
aimed at investigating the performance within and
across languages.

Mono-lingual: We fine-tune and test XLM-R on
each language of the dataset separately, for French,
German, and Japanese, respectively.

Multi-lingual: We mix the languages while fine-
tuning; each batch samples from each language
proportionally to the size of this language in the
training set. The fine-tuned multilingual models are
evaluated on each language separately and across
languages.

Cross-lingual: We apply the model in a zero-shot
cross-lingual transfer setting, i.e., we (1) fine-tune
XLM-R on the source language(s) and (2) directly
test the model on the target languages.

4.3. Results
The results are described in the following and
shown in Table 5.

Mono-lingual: Regarding the results for AC and
RE, we see that the ja models perform the best and
are closely followed by fr with de being last with
a larger difference in scores. This, in turn, follows

the pre-training data size of XLM-R10. However, for
NER, the performance is fr > de > ja, with ja falling
to the last place.

Multi-lingual: In general, the multilingual mod-
els fine-tuned on all languages boost performance
across all tasks and languages, except for ja in
RE. When comparing with the monolingual exper-
iments, fr outperforms marginally in AC and RE,
benefiting from the contributions of the other two
languages.

Cross-lingual: We observe that the models fine-
tuned on de and evaluated on fr work well and only
show a modest decrease from the monolingual
models trained on fr (−1% for RE; −3% for NER;
−10% for AC macro F1). The models fine-tuned
on de and evaluated on ja are still far behind the
monolingual model trained on ja only (−20 ∼ 30%
macro F1). When comparing models fine-tuned
on de+ja and evaluated on fr to models fine-tuned
on de only, we observe consistent improvements
in micro F1 across the three tasks, but a drop in
macro F1 for NER and RE.

5. Discussion & Conclusion

With this work, we provide a new corpus of texts
in German, French, and Japanese to support phar-
macovigilance across languages by extracting in-
formation on ADRs from user-generated content.
Training models on this corpus might facilitate in-
formation aggregation across countries, which is
important for detecting rare diseases or adverse
reactions. Furthermore, gathering and analyzing
data globally can help develop new medications or
treatments and benefit minorities. The corpus is
annotated based on annotation guidelines carefully
designed to apply to German, French, Japanese,
and also English, potentially allowing the guidelines
to be used for other languages as well. Annotations
are conducted on entity, attribute, and relation lev-
els to cover as much information as possible. By
choosing languages from different language fami-
lies and cultures, we provide a challenging resource
with which we hope to advance the detection of
ADRs and other medically relevant expressions.

To initiate future work, we provide baseline mod-
els for all three tasks, i.e., named entity recogni-
tion, attribute classification, and relation extraction,
highlighting the difficulties of state-of-the-art Trans-
former models when faced with complex domain-
specific data.

10Based on the CommonCrawl Corpus (Wenzek et al.,
2020), the order in terms of data size is ja (69.3 GiB) >
de (66.6 GiB) > fr (56.8 GiB).
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Experiments train test NER (%) AC (%) RE (%)
micro F1 macro F1 micro F1 macro F1 micro F1 macro F1

Mono-lingual
de de 75.8 65.4 76.8 56.9 79.3 75.7
fr fr 82.5 71.9 84.4 73.8 87.0 78.2
ja ja 61.0 58.5 85.8 81.0 87.2 80.4

Multi-lingual

de+fr+ja de 77.3 67.6 80.4 66.9 83.4 79.2
de+fr+ja fr 83.9 75.3 90.8 82.8 88.3 82.0
de+fr+ja ja 64.5 65.1 88.0 82.6 86.5 78.0
de+fr+ja de+fr+ja 74.1 69.3 85.8 71.7 85.9 76.7

Cross-lingual
de fr 77.3 68.8 69.5 63.6 78.7 79.3
de ja 48.8 38.8 53.7 41.3 62.2 54.5

de+ja fr 77.5 66.7 80.8 71.2 83.2 75.9

Table 5: Average scores of models fine-tuned on five different seeds on the KEEPHA dataset with different
language combinations. The underlying pre-trained model for all experiments was XLM-RoBERTalarge.

Further future work will focus on improving the
cross-lingual performance of available models, for
example in combination with few-shot approaches
and/or large language models, such as Llama
(Touvron et al., 2023). A more detailed investiga-
tion into the impact of the different data sources
on the overall performance of the models might
further deepen the understanding of the data, too.
Moreover, investigating cross-cultural differences
in how people discuss their health issues online is
an exciting topic to explore. Building on the work
of Scaboro et al. (2022), who analyzed negation
and speculation constructions, examining specific
syntactic structures and linguistic phenomena, as
well as potential biases in the new corpus would be
interesting, too. Finally, we are already working on
extending our corpus with more data. For instance,
we are annotating Japanese case reports and so-
cial media messages containing a more diverse
pool of medications. Moreover, we aim to gain ac-
cess to more (original) French data to diversify the
dataset even more. Normalizing disease descrip-
tions to medical ontologies will be one of the next
steps as well.

6. Ethical Considerations

When using data from social media, we commit
to a particular sub-group of people: Those who
have access to and actively participate on these
platforms. Depending on the platform, the age
range might vary, too. Again, this introduces a bias,
which can be learned by the respective language
models fine-tuned on these data.

Also, the presented dataset is only a small
glimpse of ADR-related topics discussed online.
The German and French parts of the corpus, partic-
ularly, are very similar due to the translation. More
different sources and languages need to be con-
sidered to make the dataset more diverse.

Several ethical aspects need to be consid-
ered when creating the dataset. First, the de-
identification might not be perfect, i.e., even if user-
names, etc., are masked, it might still be possible
to identify the users since the fora are publicly ac-
cessible. The corpus will only be distributed via
a data protection agreement and only within the
research community. Second, the extracted infor-
mation should not be further processed as is but in-
stead verified by a pharmacovigilance expert. One
mention of a potential ADR in a user post does not
make an ADR per se, but this information should
be further investigated. Related to this, normaliz-
ing user descriptions to medical ontologies would
also make it easier for experts to analyze potential
health risks. Also, the automatic translation of the
German texts into French might have introduced
some biases.

Regarding the language model we used
to conduct the baseline experiments (XLM-
RoBERTalarge), we cannot rule out the existence of
sensitive contents in the pre-training data, which
might also have introduced biases into the models.
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A. Related Datasets

Other non-English social media corpora focused on ADRs. The number of documents (#documents)
refers to the definition of documents per corpus, i.e., some are sentence-based, some are post-based,
etc. Some test sets are unavailable to the public since they are/were part of a shared task.

language #documents type annotation authors
es 400 forum entities Segura-Bedmar et al. (2014)
ru ∗279 drug reviews multi-label Alimova et al. (2017)
fr 3,033 Twitter binary Klein et al. (2020)
ru 9,515 Twitter binary, entities Klein et al. (2020)
ja 169 forum entities, normalization Arase et al. (2020)
ru ∗∗500 drug reviews multi-label, entities Tutubalina et al. (2021)
ru 2,800 drug reviews entities Sboev et al. (2022)
de 4,169 forum binary Raithel et al. (2022)
de, fr, ja 837 forum, Twitter, YJQA entities, attributes, relations ours

Table 6: Other non-English social media corpora focused on ADRs. es=Spanish, fr=French, ru=Russian,
ja=Japanese, de=German. ∗Number of documents containing ADRs. ∗∗This is only the annotated part of
the RuDReC corpus.

B. Details on German and French Data

To avoid potential confusion, we provide an explanation for the relation between the Lifeline corpus
(German) provided by Raithel et al. (2022) and the data presented in this paper.

French The Lifeline corpus (Raithel et al., 2022) contains 4,169 documents in German, crawled from
the patient forum lifeline.de. These documents are labeled with binary classes, i.e., either a document
mentions an adverse drug reaction or does not. We took these documents and automatically translated
them into French. The translations were validated and improved (if necessary) by French speakers (our
annotators). We then took the 100 positive documents that remained after validation (those containing
mentions of ADRs) and prepared them for further annotation. These documents, therefore, overlap with
the positive documents in Raithel et al. (2022) but are semi-automatically translated.

German The German documents presented in this paper do not overlap with the data in Raithel et al.
(2022), but they are extracted from the same forum.

De-Identification Regarding the masking of identifying information, for French and German, the following
applies: The German data is from a public anonymous forum, so they can be found already publicly
on the web. Of course we have to acknowledge that often, people on any kind of social media are not
necessarily aware of the potential reach of their posts. However, by masking details, we try to cut the
connection between our documents and the original forum posts to make it more difficult to trace the
documents back to their original.

As the French were a translation of part of the already de-identified German data, these documents
were subject to the same de-identification procedure, plus an additional modification of the documents by
translation. Even with a translation of the documents back to German, it is difficult to trace the documents
back to their original.

C. Details on Japanese Data

The Japanese tweet documents contain 20 tweets per document, and each Q&A document includes one
question and one answer text, resulting in 99 full documents as shown in Table 3. The definition of “token”
or “word” in Japanese may change according to different Japanese grammar theories. We can estimate
what space-delimited languages call ‘the number of “words”’ based on the average character counts in
Japanese “words”, which more-or-less span 2.5–3.5 characters.
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De-Identification We have two sources for Japanese: Twitter (currently X) and an online forum. We
applied basic regular expressions to identify Twitter user names and URLs in our data. Then, we manually
de-identified all potential mentions of private information, such as names of persons, hospitals, and
organizations.

D. Annotation Process and Annotators

Annotation Process For annotation, we used the widely known annotation tool BRAT, since almost
everyone on the team was familiar with it, it allows the annotation of attributes, and it was furthermore
favorably reviewed by Neves and Ševa (2021).

The guidelines design and pilot annotation were mainly done using English data since we did not have
many positive documents in Japanese, French, or German. For all languages, the first annotations were
therefore conducted by the annotators and some of this paper’s authors on English texts, with data taken,
e.g., from the CADEC corpus (Karimi et al., 2015). We annotated examples in two rounds for three months
and discussed/refined the entity and relation scopes. When these pilot annotations reached a satisfactory
IAA, we asked our annotators to label the data in the respective languages. During annotation, whenever
problems occurred, the annotator discussed with the annotation instructors (the first and third author),
which involved a small number of working-level modifications to the guidelines. We generally followed the
state-of-the-art methodology recommended by Fort (2016).

Annotators Table 7 lists our annotators. Each annotator except one (A5) in Table 7 is an enrolled
student and employed as a student assistant with varying working hours, depending on their availability.
Annotators A1 to A4 earn(ed) 12,95€ per hour. Annotators can distribute their working hours freely,
with the recommendation to annotate not more than two hours continuously. Annotator A5 is a full-time
employee who annotates Japanese corpora.

annotator working
language

knowledge of languages study program entry working
hours

A1 de, en German and Russian bilingual,
good knowledge of English

Pharmacy, Freie Univer-
sität Berlin, Germany

November
2021

10

A2 de, en German and Turkish bilingual, good
knowledge in English, basics in
French and Spanish

Pharmacy, Freie Univer-
sität Berlin, Germany

March
2022

10

A3 fr, de French (native), German (C1), En-
glish (C1)

Human Medicine, Char-
ité Berlin, Germany

May
2023

8

A4 fr, de Spanish (native), French (C2), Ger-
man (C1), good knowledge of En-
glish

Life Science Engineer-
ing, HTW Berlin, Ger-
many

August
2023

20

A5 ja Japanese (native) with good knowl-
edge of English

(MSc in Biomedicine) April
2021

full-time

Table 7: The background information of our annotators. The table shows the languages they were working
on, the languages they know in general, their study programs (or obtained degree), the time they were
hired, and their working hours per week.

E. Dataset Statistics

Table 8 shows detailed statistics of the presented dataset. Table 9 shows the number of complex entity
annotations. We further show the distribution of document length in Figure 3, the number of mentions per
entity type in Figure 4, the span lengths per entity type in Figure 5, the number of relations per type in
Figure 6, and the distribution of attribute values in Figure 7.
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#tokens #sentences
#docs total mean max min total mean max min

German 118 29,032 246.03 815 55 1,674 14.19 50 1
French 100 18,184 181.84 463 42 969 9.69 25 1
Japanese 99 58,024 586.10 1,303 68 2,165 21.87 58 4

Table 8: An overview of the currently annotated data in German, French, and Japanese. It shows the
number of documents for each language, the total number of tokens and sentences, and the mean,
minimum, and maximum number of tokens and sentences per document.

#Discontinuous #Overlapping #Total
German 51 5 5346
French 24 0 9454
Japanese 25 10 9818

Table 9: The number of discontinuous and overlapping entity annotations in German, French, and
Japanese.

200 400 600 800
#tokens

0

5

10

15

20

25

30

#d
oc

um
en

ts

(a) German.

100 200 300 400
#tokens

0

5

10

15

20
#d

oc
um

en
ts

(b) French.

500 1000
#tokens

0

5

10

15

20

25

#d
oc

um
en

ts

(c) Japanese.

Figure 3: The distribution of document length of the German (a), French (b), and Japanese (c) data using
the number of tokens. Note the different scaling on the axes.
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Figure 4: The distribution of entity types across all documents for German (a), French (b), and Japanese
(ja). Note the difference in scale when comparing the three languages.
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Figure 5: The distribution of span length per entity type for German (a), French (b), and Japanese (c).
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Figure 6: The distribution of relation types for German (a), French (b), and Japanese (c). Note the
difference in scale when comparing the three languages.
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Figure 7: The distribution of attribute values for each attribute type and for each language: time (duration,
frequency, point in time, date), opinion (positive, neutral, negative), drug (stopped, started, unique
dose, increase, decrease) and negation (only shown if an expression is negated).
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