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Abstract
Users of social media platforms are negatively affected by the proliferation of hate or abusive content. There has
been a rise in homophobic and transphobic content in recent years targeting LGBT+ individuals. The increasing
levels of homophobia and transphobia online can make online platforms harmful and threatening for LGBT+
persons, potentially inhibiting equality, diversity, and inclusion. We are introducing a new dataset for three
languages, namely Telugu, Kannada, and Gujarati. Additionally, we have created an expert-labeled dataset
to automatically identify homophobic and transphobic content within comments collected from YouTube. We
provided comprehensive annotation rules to educate annotators in this process. We collected approximately 10,000
comments from YouTube for all three languages. Marking the first dataset of these languages for this task, we also
developed a baseline model with pre-trained transformers.

Keywords:Homophobia, Transphobia, Hate speech, Dravidian Languages, Dataset creation, Low-Resourced
Languages

1. Introduction

In recent years, social media has become an inte-
gral part of our daily lives, facilitating communica-
tion, information sharing, and networking among
individuals across the globe. While these plat-
forms offer unprecedented opportunities for con-
necting and engaging with diverse communities,
they also provide a space where hate speech and
discrimination can thrive. Homophobia and trans-
phobia (Chakravarthi, 2023), (Chakravarthi et al.,
2022a), in particular, are pervasive issues that per-
sistently manifest themselves in the form of harm-
ful comments and expressions on social media
platforms. In Diefendorf and Bridges (2020) au-
thors give a brief explanation which is, that homo-
phobia refers to the irrational fear, hatred, or dis-
crimination against individuals who identify as ho-
mosexual or are perceived as such, while trans-
phobia encompasses similar sentiments directed
at transgender individuals (Thavareesan and Ma-
hesan, 2020), (Thavareesan andMahesan, 2019).
The harmful impact of homophobia and trans-
phobia on the well-being and mental health of
LGBTQ+ individuals is well-documented (Meyer,
2003). These prejudices not only contribute to
social exclusion but also perpetuate a hostile on-
line environment that can deter vulnerable individ-
uals from fully participating in the digital discourse
(Chakravarthi, 2023). The rise of hate speech on
social media (Andrew, 2023),(Kumaresan et al.,
2022) is concerning and poses a significant chal-

lenge to platforms and society at large. Conse-
quently, there is a growing need for effective tools
and methodologies to detect, monitor, and mit-
igate instances of homophobia and transphobia
in social media comments (Chakravarthi, 2020).
Such tools not only have the potential to protect
vulnerable individuals but also contribute to foster-
ing more inclusive and respectful online communi-
ties.

Detecting homophobia and transphobia in social
media comments is a multifaceted task, as it re-
quires the analysis of various languages, contexts,
and intent (Shanmugavadivel et al., 2022), (Wong
et al., 2023). Researchers have made significant
strides in developing computational models that
can identify and categorize hate speech, but the
challenges persist due to the constantly evolving
nature of online discourse (Davidson et al., 2017).
Therefore, this paper will explore various strate-
gies employed to address these challenges, in-
cluding data analysis, and pre-trained model train-
ing. This research paper explores the develop-
ment and implementation of machine learning al-
gorithms and natural language processing (NLP)
techniques for the automated detection of ho-
mophobia and transphobia in social media com-
ments. By examining the current state of research,
we aim to contribute to a deeper understanding of
the complexities surrounding hate speech detec-
tion (Mandl et al., 2021), with a specific focus on
homophobia and transphobia.
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Labels Telugu Kannada Gujarati
Homophobia 4,119 3,949 3,275
Transphobia 3,823 4,058 2,894

None of the categories 4,987 6,369 5,430

Table 1: Number of comments in each label for Telugu, Kannada, and Gujarati

Furthermore, we provide a study of the state of
the art in detecting homophobia and transphobia
in social media comments specifically for Telugu,
Kannada, and Gujarati. Telugu, spoken primarily
in the Indian states of Andhra Pradesh and Telan-
gana, boasts over 80 million native speakers, one
of the Dravidian languages. Gujarati, predomi-
nantly found in the western Indian state of Gujarat,
has approximately 55 million speakers, while Kan-
nada, the official language of Karnataka in south-
ern India, is spoken by over 40 million people.
These languages reflect the linguistic diversity and
rich cultural heritage of India. By investigating the
challenges, methodologies, and results in the be-
low sections, we hope to contribute to the ongoing
efforts to create safer and more inclusive online
spaces for all individuals, regardless of their sex-
ual orientation or gender identity.

2. Related Work
YouTube is a popular social networking site that
allows its users to create personal profiles and
upload videos as well as share views with other
users. Techniques like ‘likes’ and ‘shares’ are used
to attract a large audience on the platform’s behalf
whereby hundreds of followers view video clips or
join the discussion. The contemporary manifes-
tations of social media are frequently subject to
exploitation, with an emphasis on the propagation
of violent messages, hate speech, and offensive
remarks (Waseem and Hovy, 2016). A variety of
studies have examined the interactions among in-
dividuals regarding these issues, encompassing
posts, videos, and comments. Their goal is to as-
sess whether elements of aggression (Aroyehun
and Gelbukh, 2018), misogyny, racism, harass-
ment, and violence are prevalent within the realm
of social media (Glasgow and Schouten, 2014).
In their 2017 study, Wu and Hsieh (2017) delved
into the linguistic patterns present in Chinese texts
created by the LGBT+ community. Their re-
search revealed that conventional systems trained
to identify gender from text struggled to handle the
complexities of these texts effectively. In 2020,
Ljubešić et al. (2020) developed emotion lexicons
for Croatian, Dutch, and Slovene languages. They
employed these lexicons to identify texts that ei-
ther contained or did not contain socially unaccept-
able discourse related to the subjects of migrants
and the LGBT+ community. As this field is still in
its early stages, it grapples with various shortcom-

ings linked to the specific objectives and variation
of offensive language regarding homophobia and
transphobia, as well as the general challenges as-
sociated with classification tasks (Ninalga, 2023),
(Sureshnathan et al., 2023). These factors hinder
systems from achieving optimal results in this area
(Pannerselvam et al., 2024).
In a study by Wenpeng Yin and Roth (2019), they
conducted an in-depth examination of the limi-
tations found in prior research on zero-shot text
classification. They brought attention to the chal-
lenges in accurately defining the problem, the sig-
nificance of labels, and the overall confusion re-
lated to datasets and evaluation setups (Subra-
manian et al., 2022), (Lande et al., 2023). To ad-
dress these issues, they took the initiative to cre-
ate a benchmark for zero-shot text classification by
standardizing datasets and evaluation protocols.
Chakravarthi (2023), in their 2021 study, intro-
duced a novel hierarchical taxonomy designed for
categorizing instances of homophobia and trans-
phobia on the internet. They also provided a
meticulously classified dataset, allowing for the
automated detection of homophobic and transpho-
bic content. To address the sensitivity of this is-
sue, detailed annotation guidelines were provided
to the annotators. The dataset consists of 15,141
comments written in English, Tamil, and a com-
bination of Tamil-English, each of which has un-
dergone thorough annotation. Building on this
dataset, (Chakravarthi et al., 2022b), organized a
shared task intending to advance research in iden-
tifying homophobia and transphobia. This initia-
tive garnered participation from 10 systems for the
Tamil language, 13 systems for English, and 11
systems for the Tamil-English language combina-
tion. Additionally, they carried out more work in
2023 (Chakravarthi et al., 2023) as well as in 2024
for English, Tamil, Hindi, Malayalam, and Tamil-
English.
Furthermore, inspired by these research works
about homophobia and transphobia on YouTube
comments, we developed datasets for three lan-
guages such as Telugu, Kannada, and Gujarati.

3. Dataset Description

The datasets employed in this research were pre-
cisely compiled, drawing from a combination of
manual collection methods and the utilization of
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Sets Telugu Kannada Gujarati
Train 9,050 10,063 8,119
Test 1,939 2,156 1,740

Development 1,940 2,157 1,740
Total 12,929 14,376 11,599

Table 2: Dataset Statics for training, development,
and test sets for Telugu, Kannada, and Gujarati

a specialized YouTube comment scraper1. These
datasets encompass three distinct languages: Tel-
ugu, Kannada, and Gujarati. The paramount con-
cern was to ensure the quality and precision of the
datasets. To achieve this, a rigorous annotation
process was executed, meticulously adhering to
established annotation guidelines detailed in the
paper by Chakravarthi (2023).
This annotation process played a pivotal role in
the systematic categorization of comments within
each dataset. Our team consists of diverse an-
notators who have played a crucial role in the
dataset creation process, each bringing a range
of qualifications and language expertise. We have
three annotators, two male and one female, who
possess postgraduate degrees and have a strong
command of the language. It enabled us to par-
tition the data into three distinct sets, namely the
training set, the testing set, and the development
set.
Each of these sets underwent a comprehensive
and systematic analysis, during which comments
were meticulously categorized into various labels.
These labels encompassed categorizations such
as homophobia, and transphobia, and comments
that did not fit into either of these categories come
under none of the categories. The results of our
initial analysis are elaborated upon and presented
in detail in Table 2, offering insights into the dis-
tribution of comments across the training, testing,
and development sets for the Telugu, Kannada,
and Gujarati languages. This detailed process
was crucial in ensuring the accuracy and com-
prehensiveness of our dataset for subsequent re-
search and analysis. Examples of the dataset
for each dataset are shown in Figure 1. These
datasets were used in our CodaLab competition
shared task organized by LT-EDI-2024@EACL2
(Chakravarthi et al., 2024).
The labels for the comments have been quanti-
fied for each language, as illustrated in Table 1.
The datasets for Telugu, Kannada, and Gujarati
languages, used to detect homophobia and trans-
phobia, are annotated and organized into training,

1https://github.com/philbot9/
youtube-comment-scraper

2https://codalab.lisn.upsaclay.fr/
competitions/16056

test, and development sets. The volume of com-
ments and distribution of labels within each set
provides a resource for study, contributing to the
dataset’s utility for this research.

4. Methodology
Our aim of the homophobia and transphobia ap-
proach is to analyze the three labels. To cre-
ate baselines for the datasets, we have used the
Transformer Deep Learning architecture, particu-
larly based on the BERT architecture (Devlin et al.,
2018). A transformer is a Deep Learning Archi-
tecture, which relies on the Multi-Head Attention
Mechanism, proposed by Google (Vaswani et al.,
2017). The BERT transformer has recently gained
widespread attention due to its exceptional perfor-
mance in multiple benchmarks.
The primary reasons are the ability to capture con-
textual meaning by a bi-directional approach, to
better understand the variations of language, un-
like RNN and LSTM-based models, it captures
long-range dependencies due to its transformer
architecture, and focuses on relevant information,
pre-training on large amounts of unlabelled data,
thus being able to easily understand general lan-
guage representations while fine-tuning. The vari-
ants used by us in this study are XLM-RoBERTa
(Conneau et al., 2020), IndicBERT (Kakwani et al.,
2020)) and BERT available monolingual datasets
of Gujarati3, Kannada4, and Telugu5.

Parameter Value
Batch size 128
epochs 50

learning rate 0.001
train/test/dev 70%/15%/15%
optimizer Adam

Table 3: Hyper-parameters for training

4.1. Settings for the experiment
The training was carried out in Python and used
the packages scikit-learn (Pedregosa et al., 2011)
and PyTorch (Paszke et al., 2019), to get final clas-
sification reports and training, testing of the mod-
els. For training of the Transformer models, we
have used the Hugging Face6 transformers pack-
age (Wolf et al., 2020) to access pre-trained mod-
els and tokenizers.

3https://huggingface.co/l3cube-pune/
gujarati-bert

4https://huggingface.co/l3cube-pune/
kannada-bert

5https://huggingface.co/l3cube-pune/
telugu-bert

6https://huggingface.co/

https://github.com/philbot9/youtube-comment-scraper
https://github.com/philbot9/youtube-comment-scraper
https://codalab.lisn.upsaclay.fr/competitions/16056
https://codalab.lisn.upsaclay.fr/competitions/16056
https://huggingface.co/l3cube-pune/gujarati-bert
https://huggingface.co/l3cube-pune/gujarati-bert
https://huggingface.co/l3cube-pune/kannada-bert
https://huggingface.co/l3cube-pune/kannada-bert
https://huggingface.co/l3cube-pune/telugu-bert
https://huggingface.co/l3cube-pune/telugu-bert
https://huggingface.co/
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Figure 1: Examples for each language for Homophobia and Transphobia labels

After tokenization and obtaining encoded outputs
from the pre-trained models, we used a Classifi-
cation Head, consisting of two Linear Layers and
a dropout in between. The output layer has a size
of 3, for each of the three classes in the dataset,
namely homophobia, none of the categories, and
transphobia, which are labeled encoded as 0, 1,
and 2 respectively. The model is supervised with
CrossEntropyLoss applied on the output, which is
a standard loss function used in deep learning for
classification tasks. During training the dev set
was used to save the best checkpoint of the model
as per the loss obtained on the dev set to prevent
any over-fitting. On average the models take be-
tween 25-30 minutes on a Nvidia 3060 RTX GPU
to train on the proposed dataset. The loss shows
an overall good downward trend over the epochs
as shown by the loss epoch on theGujarati dataset
as an example.

The size of the support set for each of the three
classes in the train, test, and dev set of each
dataset is provided in Table 2. Hyperparame-
ters for the training are provided in Table 3. The
availability of a GPU for training encouraged us
to go for 50 epochs to get a better-tuned ver-
sion of the model than lower epochs. To be able
to train for the higher number of epochs and to
take advantage of GPU training higher batch size
is preferable, however, to also prevent overfitting
and memory constraints, we chose a batch size of
128. We have chosen Adam optimizer as it has
been shown to perform well on all kinds of mod-
els and is easy to implement, with betas taken as
(0.9, 0.999) to prevent noise in the gradients com-
puted, especially in a complex model like trans-
former. The experiments and the dataset for three

languages can be accessed through the GitHub
repository7.

5. Results and Discussion
The results of our experiment encompass vari-
ous performance metrics, including accuracy, pre-
cision, recall, and F1-Score (both Weighted and
Macro). These metrics were calculated using the
Sci-kit-learn package and are presented in Table 4
for the development set and Table 5 for the test set.
In the case of the Telugu dataset, all three mod-
els exhibited notably high accuracy and F1 scores,
with particular prominence in the IndicBERT and
BERT models. Notably, the Telugu BERT model,
specially trained on Telugu data, achieved a re-
markable macro F1 score of 0.96 in the develop-
ment set and 0.95 in the test set. Similarly, in the
Kannada language dataset, the BERT model de-
livered an outstanding performance, consistently
achieving amacro F1 score of 0.92 on both the test
and development sets. This robust performance
can be attributed to the model’s training on Kan-
nada data, aligning with the specific dataset used
here—KannadaBERT.
Moving on to the Gujarathi dataset, the IndicBERT
model also demonstrated impressive results with
a macro F1 score of 0.95. The BERT model,
while not far behind, achieved comparable re-
sults, in its utilization of the GujarathiBERT vari-
ant. As with the previous languages, the success
of these models in the Gujarathi dataset can be
attributed to their specialized training. The vari-
ation, in BERT performance across Telugu, Kan-
nada, and Gujarati languages may be influenced

7https://github.com/Prasanna-04/
LREC-COLING-2024-Homo-Trans

https://github.com/Prasanna-04/LREC-COLING-2024-Homo-Trans
https://github.com/Prasanna-04/LREC-COLING-2024-Homo-Trans
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Development sets
Languages Model Acc mP mR mF1 wP wR wF1

Telugu
xlm-RoBERTa 0.95 0.95 0.95 0.95 0.95 0.95 0.95
IndicBERT 0.95 0.95 0.96 0.96 0.96 0.96 0.96
BERT 0.95 0.95 0.96 0.96 0.96 0.96 0.96

Kannada
xlm-RoBERTa 0.90 0.90 0.91 0.91 0.91 0.90 0.91
IndicBERT 0.92 0.91 0.92 0.91 0.91 0.91 0.91
BERT 0.92 0.92 0.92 0.92 0.92 0.92 0.92

Gujarati
xlm-RoBERTa 0.90 0.90 0.90 0.90 0.92 0.91 0.91
IndicBERT 0.95 0.95 0.95 0.95 0.96 0.96 0.96
BERT 0.95 0.94 0.95 0.95 0.95 0.95 0.95

Table 4: Classification report on development sets for Telugu, Kannada and Gujarati

Test sets
Languages Model Acc mP mR mF1 wP wR wF1

Telugu
xlm-RoBERTa 0.94 0.94 0.95 0.95 0.95 0.94 0.94
IndicBERT 0.95 0.95 0.95 0.95 0.95 0.95 0.95
BERT 0.95 0.95 0.96 0.95 0.95 0.95 0.95

Kannada
xlm-RoBERTa 0.90 0.91 0.91 0.91 0.91 0.91 0.91
IndicBERT 0.92 0.92 0.92 0.92 0.92 0.92 0.91
BERT 0.91 0.92 0.92 0.92 0.92 0.92 0.92

Gujarati
xlm-RoBERTa 0.90 0.91 0.91 0.90 0.92 0.91 0.91
IndicBERT 0.95 0.95 0.95 0.95 0.96 0.95 0.95
BERT 0.96 0.94 0.94 0.94 0.95 0.95 0.95

Table 5: Classification report on test sets for Telugu, Kannada, and Gujarati

more by the differences in each language than the
quality of data used. Telugu and Kannada seem
to align with BERT design making it easier for the
model to accurately predict these languages. As
a result, BERT can be effective. However, Gu-
jarati poses challenges that are more difficult for
BERT to grasp. This could explain the difference
in its performance. Gujarati syntax or semantics
may be more complex in ways that BERT is not
as adept at handling. This highlights the impor-
tance of adaptingmodels to suit the characteristics
of each language.
In summary, our analysis reveals that transformer
models consistently yield excellent results, with a
consistent achievement of over 90% in all three
datasets. This underscores the significance of
training models on data from specific languages,
exemplified by the outstanding performance of Tel-
uguBERT, KannadaBERT, and GujarathiBERT on
their respective datasets. These results empha-
size the effectiveness of utilizing pre-trained mod-
els tailored to the linguistic characteristics of the
target dataset, contributing to the broader dis-
course on natural language processing and model
specialization.

6. Limitations
Our dataset mainly consists of YouTube
comments, potentially not fully representing

the broader landscape of online homopho-
bic/transphobic hate speech. The expert-labeled
dataset’s accuracy depends on annotator in-
terpretations, introducing subjectivity. Online
language evolves rapidly, challenging the mod-
els’ adaptability. Detecting hate speech often
involves intricate contextual nuances, a difficulty
for machine learning models. Pre-trained mod-
els like BERT may inherit biases. Deploying
homophobic/Transphobic hate speech detection
tools should be approached cautiously to avoid
potential unintended consequences, including
censorship and privacy issues, and while the
models excel at identifying hate speech, capturing
user intent may remain a challenge.

7. Conclusion

We present a dataset for three languages with the
expert-labeled annotation for the text classification
Homophobia, Transphobia, and none of the cate-
gories. This is the first dataset for three languages
Telugu, Kannada, and Gujarati with a high amount
of comments in this particular task. We provided
baseline experiments with the pre-trained trans-
former models. In future work, we would like to ex-
pand the dataset into fine-grained levels and use
large language models to implement classifiers for
homophobia and transphobia detection.
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