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Abstract

Bias in NLP models may arise from using pre-trained transformer models trained on biased corpora, or by training or
fine-tuning directly on corpora with systemic biases. Recent research has explored strategies for reduce measurable
biases in NLP predictions while maintaining prediction accuracy on held-out test sets, e.g., by modifying word
embedding geometry after training, using purpose-built neural modules for training, or automatically augmenting
training data with examples designed to reduce bias. This paper focuses on a debiasing strategy for aspect-based
sentiment analysis (ABSA) by augmenting the training data using norm-based language templates derived from
previous language resources. We show that the baseline model predicts lower sentiment toward some topics and
individuals than others and has relatively high prediction bias (measured by standard deviation), even when the
context is held constant. Our results show that our norm-based data augmentation reduces topical bias to less than
half while maintaining prediction quality (measured by RMSE), by augmenting the training data by only 1.8%.
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1. Introduction
Pre-trained transformer models are prevalent com-
ponents in modern NLP architectures (Devlin et al.,
2019). These transformers help encode the seman-
tics of words and phrases in context, based on word
and phrase meanings in massive corpora of train-
ing data. Recent research has shown that—along
with the contextual meanings of these words—the
training data also encodes systemic bias (Boluk-
basi et al., 2016; Lu et al., 2020), where biases in
language models can actually predict stereotypes
over time (Garg et al., 2018) and gender gaps at
international scale (Friedman et al., 2019).
Systemic bias or anti-social sentiments in training
data—such as gender bias, racism, homophobia,
antisemitism, Islamophobia, and more—can lead
to sub-optimal NLP predictions. Encoding and pre-
serving biases may be useful if we aim to model
the stereotypes and world-view of a single group,
but if we seek to build generally-applicable mod-
els or build models that promote equity then these
systemic biases will diminish performance.
In addition to biased pre-training data, these same
types of biases and stereotypes may exist in the
data used for domain-level or task-level training or
fine-tuning. For example, suppose we want to train
a model to detect emotions, pro-social or anti-social
language, hate speech (Zheng et al., 2022), toxicity
(Hosseini et al., 2017), or moral framing (Hoover
et al., 2020). If we train on purpose-built corpora
from online forums that have cohesive views, e.g.,
advocating for some ideologies i+ and opposing
other ideologies i−, then our model will understand-
ably learn to ascribe higher sentiment toward i+

than i− since doing so will consistently decrease
its error during training and evaluation. If we later

want to apply this learned model to another forum
that advocates for i− and opposes i+, the learned
biases will reduce performance. Ultimately, we de-
sire models that capture the linguistic principles but
can be practically applied to other domains.
This paper characterizes the measurable problem
of topical bias in multi-entity, multi-dimensional
aspect-based sentiment analysis (ABSA) and de-
scribes an approach for data augmentation that
empirically reduces bias without diminishing model
performance on held-out test sets. We continue
with an overview of our problem setting of ABSA
and debiasing, including related work, and then
we describe our dataset, our approach, and our
empirical results.

2. ABSA and Moral Disengagement
Aspect-based sentiment analysis (ABSA) (Yang
et al., 2018) captures multiple aspects (i.e., dimen-
sions) of sentiment on a message, e.g., for assess-
ing both the value and the food quality of a restau-
rant review, since these can vary independently.
Building on top of ABSA is multi-entity ABSA (ME-
ABSA) (Tao and Fang, 2020; Zheng et al., 2022),
which classifies multiple aspects on a per-entity
basis in a message, e.g., to capture a positive,
neutral, or negative sentiment label along each
dimension for each entity of interest.
Unlike previous work on categorical (posi-
tive/neutral/negative) ME-ABSA, this paper’s
ABSA model uses continuous dimensions of
sentiment, where each dimension is an intensity
score that ranges from -1 to 1, with 0 being
neutral. Sentiment aspects are derived in part
from Bandura’s (1999; 2016) theory of moral disen-
gagement. We focus on the following dimensions,
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Figure 1: Multi-entity, multi-dimension ABSA results for eight different sentences using the same general
text templates, advocating (left) or opposing (right) various characters/ideologies (top) or topics (bottom),
where the sentiment values vary with the topic that is mentioned.

where each is an axis from an anti-social pole (-1)
to a pro-social pole (1) that can be expressed over
an entity or topic mentioned in a text:

• Opposition—Advocacy: The author disap-
proves or dislikes the topic (-1), or promotes
and advances a topic (1). This aspect is the
closest to a general sentiment measure in
other work.

• Harmed—Helped: The author expresses that
the entity is somehow harmed (-1) or benefited
(1). Harmed is an indication of victimization
in Bandura’s theory, which may morally justify
action on their behalf.

• Harmful—Helpful: The author expresses that
the entity or topic brings harm to others (-1)
or benefits others (1). Blame for harm may
morally justify action against the party, per Ban-
dura’s theory.

Depending on the category of entity (from a NER
or topic-detection model), the ME-ABSA model
predicts all three aspects (for human-like charac-
ters that include pronouns, human roles, names,
and ideologies), or only oppose-advocate (for non-
human topics that cannot be victimized or morally
blamed for harm in the Bandura sense).
To exemplify the ME-ABSA predictions, Figure 1
shows examples of ME-ABSA outputs for eight
different parses using the same message using
the template: “⟨support, defeat⟩ the ⟨entity⟩ this
November!” In the top two quadrants, ⟨entity⟩ is
a character (i.e., human ideology, group, or indi-
vidual). In the bottom two quadrants, ⟨entity⟩ is a
non-human topic. For all outputs in all quadrants,
the “support” and “defeat” are correctly predicted as
being advocated buy the author (i.e., oppo-advo

> 0). For all of the “support” instances (left quad-
rants), the model correctly predicts the advocacy
of the subject, and for all “defeat” instances (right
quadrants), the model correctly predicts opposition
(i.e., oppo-advo < 0).

2.1. Sub-Optimal ABSA Bias
Despite being qualitatively accurate in the oppo-
advo dimension, the results in Figure 1 include
numerical discrepancies within each quadrant:
“democracy” was predicted as more advocated and
less opposed than “revolutionaries,” in both upper
quadrants, and “democracy” was also predicted as
being more helpful (and “revolutionaries” as more
harmful). In the bottom quadrants, “war” predicted
as being more opposed than “arts” in both lower
quadrants, despite the qualitative agreement.
We see that the content of the sentiment target (i.e.,
the word “war” versus “arts”) impacts the ABSA
judgment even when the surrounding context of
the sentiment target (i.e., “support the ____ this
November!”) remains constant. This is likely due to
a mixture of bias in the pre-trained transformer used
in the architecture and additional bias learned from
the labeled ABSA training data, where war is often
opposed. This paper does not provide methods for
pinpointing the source of the bias; rather, we focus
on mitigating it.

3. Bias Mitigation
Previous work in NLP de-biasing techniques has
focused on methods for instrumenting the training
architecture (Attanasio et al., 2022), changing the
geometry of word embeddings to neutralize biased
components (Bolukbasi et al., 2016), or augment-
ing the training data in targeted fashions, e.g., us-
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ing counter-factual data augmentation (CDA) to
counter-factually reverse or perturb terms such as
gendered pronouns (Lu et al., 2020). These each
have unique benefits and constraints, e.g., for when
you know the words or categories of bias you seek
to mitigate (e.g., gender or racial bias).
Lu et al. (2020) showed that augmenting the train-
ing data using gender-targeted CDA outperformed
word embedding modifications. This motivates this
our data augmentation approach; however, unlike
Lu et al., we are not targeting a single dimension
of bias such as gender: as shown in Figure 1, the
model may have a bias toward democracy and
against warfare, in addition to gender, racial, and
other biases. This makes a single-dimension CDA
approach untenable for our open-ended ABSA.
Importantly, we do not want the model to disregard
the entity’s text entirely. For instance, when the
ABSA target is “hero” or “terrorist” or “scumbag,”
the model should consider the helpful, harmful, and
dehumanizing aspects of these terms since they
carry sentiment in themselves. Masking the entity’s
text entirely would therefore reduce bias, but at the
cost of model performance.

3.1. Norm-Based Data Augmentation
Our norm-based data augmentation approach gen-
erates templated examples that affirm sentiment
norms, across a general set of topics. This norm-
affirming approach differs from Lu et al.’s (2020)
CDA approach that includes custom-made exam-
ples that violate [gender] stereotypes. We use
Malle’s (2020) listing of numerically-graded norms,
where words vary in prescriptive strength. Table 1
shows the Oppose-Advocate intensity scores for
various norm terms when used in the template “We
should ⟨term⟩ ⟨entity⟩.”

Int. Norm Terms A Norm Terms B
.9 demand; need require; really want
.75 prefer; advocate for recommend; want
.5 permit; allow accept; welcome
-.5 discourage; frown upon prevent; deter
-.75 disallow; not accept reject; refuse
-.9 forbid; outlaw prohibit; ban

Table 1: Intensity scores for different clusters of
norms, primarily drawn from Malle’s (2020) listing
of terms with norm strength. Lexicon is divided into
A/B groups, e.g., to train on A and test on B.

In addition, we created A/B groups of ABSA targets,
where both groups have non-overlapping sets of
human pronouns (“her,” “him,” “you,” “them,” etc.),
human groups (“women,” “men,” “immigrants,” “ex-
ecutives,” “Muslims,” “Christians,” etc.), politicians
(“Emmanuel Macron,” “@macron,” etc.), and topics

(e.g., “abortion restrictions,” “gun rights,” “freedom
of speech,” “immigration rights,” etc.).
We created norm corpora A and B by combining
norm terms A and B with ABSA targets A and B,
respectively, using the intensity scale in Table 1.
This produces entries such as “We should reject
economic reforms” in norm corpora B with Oppose-
Advocate value of -0.75 for “economic reforms.”

4. Experiments
Our experimental setup is adapted from previous
debiasing approaches for data augmentation: we
use the baseline model as a control condition, and
then we augment the training data in three experi-
mental conditions: norm Corpus A; norm Corpus
B; or a corpus of randomly-perturbed data with
the same number of examples in corpora A and B,
combined. The perturbation condition is designed
to measure the impact of using a competing data
augmentation approach, since without any data
augmentation, the baseline condition is operating
with less training data.
The baseline dataset was labeled by three
temporary workers for the ABSA attributes de-
scribed above: Oppose-Advocate, Harmed-Helped,
Harmful-Helpful, following the work of (Zheng et al.,
2022). In total, 14,159 spans were annotated by
all annotators. Krippendorff’s alpha for three an-
notators is 0.808 for opposition-advocacy, 0.813
for harmful-helpful dimension, and 0.7 for harmed-
helped. We train on 90% of this data and reserve
10% for testing, to measure the effect of our norm-
based data augmentation.
We do not augment the 10% reserved test set
with norm corpora; the test set is used to mea-
sure RMSE against annotated data, and the norm
corpora (A and B) are solely used for training and
for measuring bias (where B was used to measure
bias of models trained on A, and the reverse).
Our ABSA NLP architecture uses a bert-base-
uncased transformer model (Devlin et al., 2019),
followed by max-pooling layer over all sub-words in
the span to be ABSA-scored, followed by a linear
layer for each of the three ABSA dimensions. We
use mean-squared-error as the numerical ABSA
loss function.
The A/B norm corpora—built from populating tem-
plates with the A/B norm terms and A/B ABSA tar-
gets described above—each have 252 spans to
characterize.

5. Results
The metrics most relevant to this experiment are (1)
RMSE on the held-out test set, to assess whether
the debiasing intervention impacted accuracy and
(2) standard deviation of ABSA judgments across
spans in the same norm category, since this mea-
sures the distance of ABSA predictions in the same
norm context.
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Figure 2: At left, baseline oppose-advocate predictions for two norm categories (“demand” and “discour-
age”) across various ABSA target terms from the Norm Corpus A. At right, a model trained on Norm
Corpus B makes the same Norm Corpus A predictions with lower variation across the same target terms.

RMSE: RMSE: RMSE: stdev:
Model oppo hrmd hrmf oppo

Baseline 0.292 0.155 0.155 0.240
Pertub 0.289 0.154 0.155 0.233

Train-on-A 0.291 0.153 0.153 0.091
Train-on-B 0.293 0.154 0.152 0.115

Table 2: Results of augmenting two different norm
corpora (A/B) into the training data, compared to
the baseline.

As shown in Table 2, training by including the A
and B norms corpora did not negatively impact the
RMSE of any of the ABSA aspects. However, the
standard deviation of ABSA judgments is substan-
tially decreased for both debiasing conditions, re-
ducing bias—as measured by standard deviation—
to 38%-48% the bias of the baseline model. For
Train-on-A and Train-on-B conditions, the standard
deviation is assessed on opposite corpus (Corpus
B and Corpus A, respectively), and for the baseline
condition, standard deviation is assessed on both
corpora.
Figure 2 shows examples of within-norm-category
variation over different ABSA targets. In the left half
of Figure 2, the baseline model is biased toward
opposing a specific politician due to an abundance
of training data opposing him. The opposition bias
against this politician overcomes even the generally-
positive context, as shown by the other ABSA tar-
gets. Likewise, the ABSA target “religious freedom”
is difficult for the model to predict as opposed, even
when explicitly “discouraged.” On the right side of
Figure 2, we see that debiasing with norm-based
data augmentation reduces the variation across all
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Figure 3: Standard deviation of per-aspect predic-
tions across ABSA targets, comparing the baseline
against training on two norm corpora (A and B).

terms and brings these ABSA targets into the fold.
Figure 3 shows the standard deviations (y-axis)
across the three ABSA aspects (x-axis), for four
different conditions: the baseline (no debias-
ing applied); perturbation-based debiasing (with
perturbation-based data augmentation); and the
two norm-based data augmentation conditions (cor-
pora A and B). The A and B debiasing corpora were
labeled only in the oppose-advocate dimension, so
intuitively, we see the largest decrease in standard
deviation of predictions in that dimension. Ran-
dom perturbation-based data augmentation did not
have a substantial effect on bias, as measured by
standard deviations. In Figure 3 we see that the
other aspects (harmed-helped and harmful-helpful)
were slightly debiased by training on either Corpus
A or Corpus B. This suggests that the debiasing
operations in the labeled oppose-advocate dimen-
sion impacted the upstream transformer compo-
nent, diminishing bias less dramatically along other
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dimensions.
To test statistical significance of this debiasing ap-
proach against the baseline, we aggregate two con-
ditions: (1) perturb-condition inferences on A+B
and (2) norm-debiased inferences on A+B. We
compare these conditions across the six grades of
norms shown in Table 1. T-tests indeed show that
all but one of these levels (for each of the norm lev-
els in Table 1) are statistically significant: demand
(p = 5e-17); prefer (p = 2e-6); permit (not signifi-
cant); discourage: (p = 9e-16); disallow: (p = 6e-
14); and forbid (p = 6e-25). These measures show
that the debiasing operations significantly changed
the distribution of scores.

6. Conclusion
This paper contributed an initial investigation of
norm-based data augmentation to debias multi-
entity ABSA models. In our two debiasing con-
ditions, we extended the dataset by 1.8% to reduce
measurable bias to less than 50% of the baseline in
an ABSA dimension, without negatively impacting
RMSE. We also present preliminary evidence that
debiasing on one ABSA dimension can reduce bias
in other dimensions, or at least, it does not increase
bias on other dimensions.
The norm-based data augmentation approach pre-
sented here does not require targeting specific di-
mensions of bias; rather, it uses graded norms
(Malle, 2020) as constant contexts while varying ar-
bitrary topics to address many dimensions of bias.
Future work. Comparing norm-based debiasing
with other approaches on the same dataset is a
near-term goal, as well as exploring the effect of
the size and diversity of the norm-based debiasing
corpus and the number of ABSA target terms. Fi-
nally, the NLP neural layers may impact the model’s
ability to separate context from content, so repre-
senting context in the architecture, e.g., by pooling
windows of preceding and subsequent subwords,
could improve the model’s receptiveness to debi-
asing with data augmentation.
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