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Abstract
Multi-modal Named Entity Recognition, a fundamental task for multi-modal knowledge graph construction, requires
integrating multi-modal information to extract named entities from text. Previous research has explored the integration
of multi-modal representations at different granularities. However, they struggle to integrate all these multi-modal
representations to provide rich contextual information to improve multi-modal named entity recognition. In this paper,
we propose DPE-MNER, which is an iterative reasoning framework that dynamically incorporates all the diverse
multi-modal representations following the strategy of “decompose, prioritize, and eliminate”. Within the framework,
the fusion of diverse multi-modal representations is decomposed into hierarchically connected fusion layers that are
easier to handle. The incorporation of multi-modal information prioritizes transitioning from "easy-to-hard" and
"coarse-to-fine". The explicit modeling of cross-modal relevance eliminate the irrelevances that will mislead the
MNER prediction. Extensive experiments on two public datasets have demonstrated the effectiveness of our approach.
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1. Introduction

In recent years, the emergence of multi-modal data
on the Web, combining textual information with
other modalities such as images, has added a new
dimension to Named Entity Recognition (NER), giv-
ing rise to Multi-modal Named Entity Recognition
(MNER) (Zhang et al., 2018; Lu et al., 2018). The
goal of MNER is not only to use text to extract
named entities but also to borrow contextual infor-
mation from additional visual cues, thereby increas-
ing the depth and breadth of information extrac-
tion (Yu et al., 2020; Jia et al., 2023).

MNER research focuses primarily on the fu-
sion of multi-modal representations to improve
NER (Zhang et al., 2018). So far, researchers
have explored several multi-modal representations.
For text representations, most work adopts the
token-level representation (Yu et al., 2020). For
image representations, there are coarse-grained
Yu et al. (2020) and fine-grained image represen-
tations (Chen et al., 2022c), and there are also
aligned image representations that are obtained
by translating image modality to text (Wang et al.,
2021)). However, none of these works make use of
all these different multi-modal representations. For
the text modality, there are sentence- (Gao et al.,
2021), span- (Zhao et al., 2022), and token-level
representations that capture text semantics at dif-
ferent scales; for the visual modality, currently, pop-
ular image representations can be categorized into
coarse-grained (Yu et al., 2020) and fine-grained
approaches (Zhang et al., 2021a). Under each

Attenborough [PER] and Ben Kingsley 
[PER] with their Oscars [OTHERS] .

1. Attenborough [PER]  
2.Ben Kingsley [PER]  
3.Oscars [OTHERS]

🤔 🤔… …

Multimodal 
Representations

1 WHOLE SENTENCE

2 TEXT SPAN

3 OBJECT TAGS

4 WHOLE IMAGE

5 IMAGE REGIONS

…

Two men in tuxedos holding 
trophies at an awards 
ceremony.

1

Attenborough and Ben 
Kingsley, Oscars, …

2

5
man, trophy, tie, glasses

3

4

Figure 1: An example of multi-modal named entity
recognition. We show various multi-modal repre-
sentations that could be useful for NER decision-
making. Humans usually process them iteratively
in mind.

granularity of image representation, they can be
further categorized into representations obtained
directly from visual foundation models (Dosovitskiy
et al., 2020) as well as those obtained by translating
the image into text space (Yang et al., 2022; Wang
et al., 2021). Referring to the example in Fig. 1,
all of these multi-modal representations should be
synthesized for the decision-making of NER.

It is non-trivial to integrate all these different multi-
modal representations (referred to as “diverse-
modal multi-modal fusion” for simplicity in the rest
of this paper) since there will inevitably be noisy
data and the overwhelming dominance of one par-
ticular piece of information (Chen et al., 2022a).
The fusion of these representations is a complex
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problem that should be solved with specific strate-
gies and procedures. To solve this problem, we are
inspired by a field called “Complex Problem Solv-
ing” (Sternberg and Frensch, 1992), which studies
the methods and strategies humans and computers
use to solve problems involving multiple variables,
uncertainty, and high complexity. When faced with
complex problems, humans typically process them
iteratively and employ certain strategies to simplify
the complex problem, such as decomposition, pri-
oritization, and elimination of irrelevance.

We argue that modeling MNER as an iterative
process that integrates multi-modal information with
these strategies is well-suited for MNER. Compared
to single-step methods, multi-step approaches can
more fully exploit the diverse multi-modal repre-
sentations during the iterative refinement of NER
results. Moreover, these three strategies are well
suited for integrating multiple representations in
multi-modal NER: 1) Decomposition inspires us to
break down the fusion of diverse multimodal rep-
resentations into smaller and easier fusion units,
which explore multi-modal interactions at different
granularities (Majumder et al., 2018). 2) Prioritiza-
tion suggests integrating multi-modal information
according to the “easy-to-hard” and “coarse-to-fine”
priorities; this gradual integration helps the progres-
sive refinement of MNER predictions. This allows
the model to gradually shift its focus from simple
but coarse information to challenging yet precise
details. 3) Irrelevance elimination inspires us to
explicitly filter out the irrelevant information in the
different multi-modal representations; it can elimi-
nate the irrelevant information that will hurt MNER
performance (Sun et al., 2021).

Specifically, we devise a novel framework, DPE-
MNER, which formulates MNER as an iterative
process with an adaptive multi-modal reasoning
network. For the design of multi-modal fusion, we
follow the strategies of “decompose, prioritize, and
eliminate” discussed earlier. To deploy the decom-
pose strategy, we design hierarchically decom-
posed multi-modal fusion which decomposes com-
plex multi-modal fusion into three layers of multi-
modal fusion units: at the bottom layer, we fuse
text representations of a certain granularity with
image representations of the same granularity but
with different gaps, resulting in multi-modal text
representations conditioned on a certain granu-
larity of the image representation; at the middle
layer, we fuse multi-modal text representations con-
ditioned on either coarse- or fine-grained image
representations, generating the multi-modal repre-
sentations of a specific text granularity; at the top
layer, we fuse the multi-modal representations of
different text granularities. To implement the priori-
tize strategy, during the iterative reasoning process,
we propose the prioritized multi-modal information

integration, which gradually integrates multi-modal
information with "easy-to-hard" and "coarse-to-fine"
prioritization in chronological order of the iterative
reasoning steps, allowing the model to take full ad-
vantage of multi-modal information in multiple steps.
To deploy the eliminate strategy, we develop ex-
plicit cross-modal relevance modeling in each layer
of multi-modal fusion to eliminate the noises.

In summary, we have the following contributions:

• We are the first to model MNER as an iterative
reasoning process that dynamically fuses di-
verse multi-modal representations, better align-
ing with the human decision process.

• We try to solve the difficulties in diverse multi-
modal fusion by the “decompose, prioritize,
and eliminate” strategies and design an adap-
tive multi-modal reasoning network with hi-
erarchically decomposed multi-modal fusion,
prioritized multi-modal information integration,
and explicit cross-modal relevance modeling
at multiple granularities.

• Experimental results demonstrate that our pro-
posed DPE-MNER achieves new state-of-the-
art results on two well-known MNER datasets.

2. Methodology

We introduce DPE-MNER in this section. We first
give the Preliminaries (2.1) and then describe the
Acquisition of Diverse Multi-modal Representations
(2.2) and the Adaptive Multi-modal Reasoning Net-
work (2.3) that can integrate diverse multi-modal
representations to decode the entities in a new
reasoning iteration. Figure 2 illustrates the overall
framework.

2.1. Preliminaries
Task definition Given a multi-modal context
{S, I} where S is a sentence with length M and
I is an image. The multi-modal named entity
recognition task is to extract the entities E =
{(spani, typei)}Ns

i=0 contained in S with the help of
I. Ns is the number of entities, and spani and typei
are the span and type of a certain entity.

Modeling MNER as iterative reasoning process
Inspired by the works that model object detection
and grounding in images as an iterative reasoning
process (Chen et al., 2022b; Chen and Li, 2023),
we model MNER as an iterative reasoning process
by denoising diffusion modeling to explore multi-
modal information in multiple iterations extensively.

Diffusion models construct a Markov chain
through a gradual introduction of noise to the ini-
tial data sample z0, thus delineating the forward
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Figure 2: Overview of DPE-MNER. DPE-MNER models MNER as an iterative reasoning process in
multiple steps. During this process, AMRN (Adaptive Multi-modal Reasoning Network) reasons the output
in the next step. AMRN contains DMMF (Diverse Multi-modal Fusion) and MER (Multi-modal-guided
Entity Reasoning) for encoding multi-modal information and decoding named entities. On the right are
the key details about DMMF(We use X and Y to denote the different text and image representations to
keep the figure clear). This framework is designed based on the “Decompose, Prioritize, and Eliminate”
strategy.

diffusion process (Ho et al., 2020). This forward
process is:

q(zt|z0) = N (zt|
√
αtz0, (1− αt)I), (1)

where αt :=
∏t

s=0 αs =
∏t

s=0(1 − βs) with βs de-
noting the noise variance schedule. During the
training stage, a neural network fθ(zt, t) is trained
to predict z0 from zt, utilizing an ℓ2 loss (Ho et al.,
2020):

Ltrain =
1

2
||fθ(zt, t)− z0||2. (2)

During the inference stage, z0 is iteratively recon-
structed from the noise zT using the model fθ (Ho
et al., 2020).

To adapt this paradigm to MNER, we are inspired
by Shen et al. (2023) and use entity span bound-
aries in the text as data samples z0 = b, where b ∈
RNs×2 is a set ofNs entity span boundaries. A multi-
modal reasoning network fθ(zt, t,Multi−modal)
is trained to predict z0 from noisy spans zT , condi-
tioned on the multi-modal context. Then, the entity
labels are correspondingly predicted (Shen et al.,
2023; Chen et al., 2022b).

2.2. Acquisition of Diverse Multi-modal
Representations

2.2.1. Text Representation

We obtain text representations at three different
granularities to capture text semantics at different
levels (Liu et al., 2023). For the conciseness of the
subsequent fusion section, we use X to represent
all these text representations, including token-level
xt, sentence-level xg, and span-level xs.

• Token-level text representation We use
BERT (Devlin et al., 2019) to encode the input
sentence S and get the token-level text en-
coding xt ∈ RM×h, where M is the sequence
length, and h is the dimension of each token.

• Sentence-level text representation Follow-
ing SimCSE (Gao et al., 2021), we use the en-
coding of [CLS] in xt as the sentence-level text
representation, which can capture the whole
sentence information xg ∈ Rh.

• Span-level text representation After we get
xt, we aggregate it to span representations to
capture span-level text semantics.
In the iterative reasoning process, we can
obtain the previously predicted entity spans.
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Based on these spans, xt is first mean-pooled
with the span indexes to raw span-level rep-
resentations xs0 ∈ RNs×h. Then a span ag-
gregator (SpanAggr) that consists of a self-
attention and a cross-attention layer is used
to further encode and aggregate the con-
text from xt, and a position embedding Et is
added (Shen et al., 2023). Finally, we get the
span-level text representations xs ∈ RNs×h.

2.2.2. Image Representation

We use four different representations covering
coarse- and fine-grained image information. Here,
we regard representations capturing entire image
information as coarse-grained and those capturing
fine-grained image information such as regions and
objects as fine-grained. Furthermore, as stated in
ITA (Wang et al., 2021), translating the image to
text directly can reduce the modality gap, which
benefits multi-modal interactions (which we call the
“image2text” series). For conciseness, we use Y to
represent all these text representations, including
coarse-grainedYc and fine-grained representations
Yf . Under each representation, there are image
yj and image2text yjt representations that have
different modality gaps with text.

• Coarse-grained image representation To
get this representation, we feed the image to
ResNet to get the full image representation
yc ∈ R2048×Mg , Mg is the number of visual
blocks, and 2048 is the dimension of each
block’s representation.

• Coarse-grained image2text representation
We use VinVL (Zhang et al., 2021b) large
model fine-tuned on image caption datasets
to get the caption of the image. Then we use
BERT-base to get the caption’s representation
yct ∈ Rd×Ng , d is the dimension of each token
and Ng is the caption’s length.

• Fine-grained image representation We fol-
low HVPNeT (Chen et al., 2022c) to get the
regions. These regions are then rescaled and
fed into ResNet to get the fine-grained image
representation yf ∈ R2048×3×Ml , and Ml is
the number of regions in an image.

• Fine-grained image2text representation Fol-
lowing ITA (Wang et al., 2021), we use the ob-
ject detection module of VinVL to detect the top
5 objects in the image. Then, the tags of these
objects are concatenated and encoded by the
BERT base. The fine-grained image2text rep-
resentation is denoted as yft ∈ Rd×Nl , Nl is
the length of the concatenated tag sequence.

2.3. Adaptive Multi-modal Reasoning
Network

Based on the reasoning process stated in Section
2.1, we propose an Adaptive Multi-modal Reason-
ing Network (abbreviated as AMRN), which accepts
the previous entity predictions and reasons the pre-
dictions in the next iteration step.

Concretely, AMRN contains two sub-modules:
Diverse Multi-modal Fusion and Multi-modal-
guided Entity Reasoning. Diverse Multi-modal Fu-
sion fuses multi-modal information in a dynamic
way. Multi-modal-guided Entity Reasoning infers
the entities for the current iteration step based on
the fused multi-modal information.

2.3.1. Diverse Multi-modal Fusion

Diverse Multi-modal Fusion has a three-layered
hierarchical structure based on the "Decompose,
Prioritize, and Eliminate" strategies. These
three strategies lead to three key designs. De-
compose results in three-layer hierarchically de-
composed multi-modal fusion, comprising three
multi-modal fusion operations: bottom-layer
(Fuse(xi,Yj)), middle-layer (Fuse(xi,Y )), and
top-layer (Fuse(X,Y )) fusions. Prioritize leads
to prioritized multi-modal information integration,
which gradually integrates multi-modal information
with "easy-to-hard" and "coarse-to-fine" prioritiza-
tion in chronological order information in multiple
steps during the iterative reasoning process. Elim-
inate leads to the explicit cross-modal relevance
modeling, which occurs in each layer of multi-modal
fusion to eliminate the noises.

Prioritized multi-modal information integration
and explicit cross-modal relevance modeling are
coupled tightly into these operations for coopera-
tion. Next, we will detail these three layers from
bottom to top.

Bottom-layer multi-modal fusion In this layer,
we combine text representations and image repre-
sentations at a specific granularity. There are two
types of image representations at the same gran-
ularity but have different degrees of modality gap
with text. The fusion of the text representation and
image2text representations is usually regarded as
easy since the model does not need to overcome
the modality gap. In contrast, the fusion between
the text and image representations is deemed hard.
However, the image2text representations will lose
information during the cross-modal translation. To
this end, we deploy the “prioritize” strategy to fuse
text representation with image representations at
different modality gaps with “easy-to-hard” priority
dynamically. We employ the schedule to control
the ratio of these two representations to make the
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“easy-to-hard” integration smoother. We have:

Hvj = [(1− λx · s)⊙ yj ||λx · s⊙ yjt]. (3)

where λx is a hyperparameter that controls the min-
imum proportion of each representation. For s, we
use √

αt. It cannot be ignored that text can be
irrelevant to the image; therefore, we deploy the
“eliminate” strategy and add explicit cross-modal
relevance here. We calculate a relevance gate reli

to estimate the relevance between xi and yj .

reli = Sigmoid (FC [xi;yj ;yjt]) (4)

where FC is the fully-connected layer. Then, this
gate is used to calculate the coarse-grained con-
textual text representations xj

i as follows:

xj
i = MBT(xi, rel

i ·Hvj) (5)

where i ∈ {t, g, s}, and j ∈ {c, f}. MBT is the
bottleneck Transformer proposed by Nagrani et al.
(2021).

Middle-layer multi-modal fusion After we get
the coarse- and fine-grained contextual text rep-
resentations, we fuse them with and without re-
spect to the time dynamics to get two kinds of text-
conditioned multi-modal representations since the
proportions of these two representations are de-
termined by the dynamic reasoning phase as well
as the inherent requirements of the samples. The
former fusion is the second deployment of the “prior-
itize” strategy with “coarse-to-fine” priority smoothly.
During the iterative process, it is a natural design to
gradually incorporate multi-modal information in a
“coarse-to-fine” manner to focus on the fine-grained
details of input data.

We use the same scheduler stated in bottom-
layer fusion to make the “coarse-to-fine” integration
smoother:

xms
i = λy · s⊙ xc

i + (1− λy · s)⊙ xf
i (6)

where λy is a hyperparameter used to control the
minimum of each representation. We also fuse
these two representations without using the sched-
uler with a gated fusion strategy.

xmg
i = gtr ⊙ xc

i + (1− gtr)⊙ xf
i (7)

gtr = σ([xc
i ;x

f
i ]W

1 + b1) (8)

where W1 and b1 are trainable weights. Then xms
i

and xmg
i are fused as follows:

xm
i = gmx ⊙ xms

i + (1− gmx)⊙ xmg
i (9)

gmx = σ([xms
i ;xmg

i ]W2 + b2) (10)

where W2 and b2 are trainable weights.

Top-layer multi-modal fusion We use sentence-
level, span-level, and token-level text represen-
tations to get multi-modal representations condi-
tioned on different text granularities.

We can obtain multi-modal representations that
capture interactions at span-level xm

s , token-level
xm
t , and sentence-level xm

g . To fuse these repre-
sentations, we first aggregate the token-level rep-
resentations and sentence-level representations to
span representations xm

t2s and xm
g2s.

xm
t2s = SpanAggr(xm

s ,xm
t ) +Et (11)

xm
g2s = SpanAggr(xm

s ,xm
g ) +Et (12)

Then, these representations are fused with a hier-
archical two-stage gated fusion strategy:

Hx2s = gx2s ⊙ xm
t2s + (1− gx2s)⊙ xm

g2s (13)

gx2s = σ([xm
t2s;x

m
g2s]W

3 + b3) (14)

Hm = gtx ⊙Hx2s
m + (1− gtx)⊙ xm

s (15)
gtx = σ([Hx2s

m ;xm
s ]W4 + b4) (16)

where W3,W4 and b3,b4 are trainable weights.
Finally, xm is fed into the Entity Decoder, explained
in the following part.

2.3.2. Multi-modal-guided Entity Reasoning

We use the contextualized span representations to
decode the locations and types.

In contrast to previous approaches that regard
the multi-modal information in localization and clas-
sification as equally important (Chen et al., 2022c;
Lu et al., 2022), we feed Hm to two separate fully
connected layers to disentangle the multi-modal
span representations into boundary-focused rep-
resentations Hbound

m and type-focused representa-
tions Htype

m .
Then we use the multi-modal representations to

predict the boundaries and entity types (Shen et al.,
2023). We use two boundary pointers to predict
the entity boundaries. For boundary δ ∈ {l, r},
we compute the fusion representation Hδ

DEC ∈
RNs×M×h of the noisy spans and the words, and
compute the probability of the word as the left or
right boundaries Pδ ∈ RNs×M as follows:

Hδ
DEC = Hbound

m Wδ
m +HtW

δ
t

Pδ = sigmoid(FC(Hδ
DEC))

where Wδ
m,Wδ

t are trainable weights. The calcu-
lated boundary probabilities can be used to decode
the boundary indices of the Ns noisy spans.

Furthermore, the classification probability Pc ∈
RNs×C of the noisy spans is calculated as follows:

Pc = softmax(FC(Htype
m ))

where C is the number of entity types.
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2.4. Training Objectives
We have two training objectives: NER loss and
cross-modal relevance loss.

NER loss uses the Hungarian algorithm to find
the optimal matching π between the golden and
predicted entity sets (Zhu et al., 2020; Shen et al.,
2023). π(i) denotes the entity which corresponds
to i-th span. The NER loss is as follows:

LNER = −
Ns∑
i=1

∑
δ∈{l,r,c}

logPδ
i

(
πδ(i)

)
Cross-modal relevance loss is used to learn the rel-
evance between the representations of the image
and the text at different granularities. We use a self-
supervised contrastive loss inspired by MAF (Xu
et al., 2022), where we maximize the relevances
between image and text belonging to the same
image-text pair and minimize those belonging to
different image-text pairs in the batch. This can
facilitate the learning of image-text relevance and
force the model to generate visually grounded en-
tities. We use reli(a, b) to denote the relevance
between the text and image from the a-th and b-th
instance in the mini-batch, where i ∈ {t, s, g}. The
relevance loss is as follows:

LT2I,i
a = − log

exp
(
reli(a, a)/τ

)∑batch
b=1 exp (reli(a, b))/τ)

(17)

LI2T,i
b = − log

exp
(
reli(b, b)/τ

)∑batch
a=1 exp (reli(a, b))/τ)

(18)

Li
align =

1

N

N∑
a=1

(λrelLT2I,i
a +(1−λrel)LI2T,i

b ) (19)

Combining the NER loss and relevance losses, we
train the tasks jointly:

L = LNER + Lt
align + Ls

align + Lg
align (20)

3. Experiments

We use two publicly available Twitter datasets (Twit-
ter2015 and Twitter2017), which are provided by
(Zhang et al., 2018) and (Lu et al., 2018), re-
spectively. We use the same metrics as in these
works (Zhang et al., 2018).

3.1. Baselines
We compare our approach against three distinct
categories of baseline methods.

The first category represents a collection of text-
based NER methods including: (1) BiLSTM-CRF
(Lample et al., 2016): A biLSTM followed by a CRF

decoder, (2) BERT-CRF : A multilayer bidirectional
transformer encoder followed by a CRF decoder,
(3) BERT-Span (Wang et al., 2022): A span-based
NER model with BERT as the backbone, (4) BERT-
Iterative (Shen et al., 2023): A diffusion-based iter-
ative NER framework utilizing BERT for reasoning.

The second category encompasses the popu-
lar multi-modal NER methods, including (1) Ada-
CoAtt (Zhang et al., 2018): A CNN-BiLSTM-CRF
equipped with an adaptive co-attention network to
induce visual information, (2) UMT (Yu et al., 2020):
A Transformer-based multi-modal interaction mod-
ule with an auxiliary entity span detection module,
(3) CAT-MNER (Wang et al., 2022): A span-based
MNER model with refined multi-modal interaction,
(4) FMIT (Lu et al., 2022): A method using uni-
fied lattice structure and entity boundary detection
for fine-grained multimodal interaction, (5) HVPNet
(Chen et al., 2022c): A hierarchical visual prefix to
multi-layered multimodal interaction with pretrained
language model, (6) MNER-QG (Jia et al., 2023):
An MRC-based method that jointly learns visual
grounding and named entity recognition, (7) Debi-
asCL (Zhang et al., 2023): A method that implicitly
aligns text and image representations through de-
bias contrastive learning. (8) VisualPT-MoE (Xu
et al.): A method that incorporates all the diverse
image representations at once with MoE to help
MNER.

We choose two representative LLM baselines
for the third category, ChatGPT and GPT-4. The
results are taken from an existing paper (Chen and
Feng, 2023). Please refer to the original paper for
more details on the prompt strategies.

3.2. Implementation Details
The implementation details of our NLP research are
as follows. We leverage an NVIDIA A100 GPU for
computational efficiency. The choice of pre-trained
model is BERT-base-cased (Devlin et al., 2019),
which we fine-tune for our specific task. Our ex-
periments are conducted over 100 epochs, with a
batch size of 64. We employ the Adam optimizer
(Kingma and Ba, 2014) with a learning rate of 2e-
5. During iterations, we set the timestep to 1000
steps, and the number of noisy spans is 150. Hy-
perparameters λx and λy are set to 0.3, while λrel

is chosen as 0.5. We utilize PyTorch (Paszke et al.,
2019) and Transformers (Wolf et al., 2020) for im-
plementation.

3.3. Main Results
(1) From Table 1, we show the overall results of our
model and the compared systems on Twitter15 and
Twitter17. The table is divided into three parts, and
from the comparison of LSTM and BERT, we can
draw several important conclusions. First, using a
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Methods
Twitter2015 Twitter2017

Single Type (F1) Overall Single Type (F1) Overall
PER LOC ORG MISC P R F1 PER LOC ORG MISC P R F1

Text Baselines
BiLSTM-CRF 82.34 76.83 51.59 32.52 70.32 68.05 69.17 87.91 78.57 76.67 59.32 82.69 78.16 80.37
BERT-CRF 84.74 80.51 60.27 37.29 69.22 74.59 71.81 90.25 83.05 81.13 62.21 83.32 83.57 83.44
BERT-Span 85.35 81.88 62.06 43.23 75.52 73.83 74.76 90.84 85.55 81.99 69.77 85.68 84.60 85.14

BERT-Iterative 86.64 83.58 63.15 44.35 75.42 76.76 76.09 91.81 82.95 85.28 68.84 87.82 84.83 86.30
LLM Baselines

ChatGPT - - - - - - 50.21 - - - - - - 57.5
GPT-4 - - - - - - 57.98 - - - - - - 66.61

Multi-modal Baselines
AdaCoAtt 81.98 78.95 53.07 34.02 72.75 68.74 70.69 89.63 77.46 79.24 62.77 84.16 80.24 82.15

UMT 85.24 81.58 63.03 39.45 71.67 75.23 73.41 91.56 84.73 82.24 70.10 85.28 85.34 85.31
CAT-MNER 85.57 82.53 63.77 43.38 76.19 74.65 75.41 91.90 85.96 83.38 68.67 87.04 84.97 85.99

FMIT 86.77 83.93 64.88 42.97 75.11 77.43 76.25 93.14 86.52 83.93 70.90 87.51 86.08 86.79
HVPNet - - - - 73.87 76.82 75.32 - - - - 85.84 87.93 86.87

MNER-QG 85.31 81.65 63.41 41.32 77.43 72.15 74.70 92.92 86.19 84.52 71.67 88.26 85.65 86.94
DebiasCL 85.97 81.84 64.02 43.38 74.45 76.13 75.28 93.46 84.15 84.42 67.88 87.59 86.11 86.84

VisualPT-MoE - - - - 76.11 75.16 75.63 - - - - 86.89 87.96 87.42
DPE-MNER(ours) 87.31 84.36 65.93 48.48 76.86 78.27 77.56 92.37 87.47 86.33 73.83 88.46 87.34 87.90

Table 1: Performance comparison of different competitive text-based and multi-modal methods on two
Twitter datasets.

Setting Twitter15 Twitter17
Default 77.56 87.90

Ab
la

tio
n

w/o PMI 77.17 87.54
w/o DMF 76.92 87.19
w/o CRM 76.85 87.38

w/o token-level 77.23 87.54
w/o span-level 77.05 87.49
w/o sentence-level 77.26 87.75

Table 2: Ablation Study. Where PMI, DMF, and
CRM denotes the “Prioritized Multi-modal informa-
tion Integration”, “Decomposed Multi-modal Fusion”
and “Cross-modal Relevance Measurement”

more powerful language model leads to better per-
formance, which is due to the fact that multimodal
Named Entity Recognition (NER) is primarily text-
driven. Second, we find that models incorporat-
ing multi-modal features often outperform their cor-
responding text-only baselines, thus demonstrat-
ing their effectiveness for this task. Third, when
comparing models with similar model structures,
those that fuse finer-grained representations (HVP-
NeT) tend to have superior results and models with
smaller modality gaps in their multi-modal repre-
sentations (ITA) also perform better. Finally, we
evaluate the performance of BERT under three
different paradigms. We observe that the span-
based and CRF-based approaches yield similar
results, while the iterative reasoning framework
outperforms them. Significantly, our method out-
performs existing text and multimodal baselines,
highlighting our approach’s advantages in dynami-
cally orchestrating diverse features during iterative
reasoning steps. We also compare with large lan-
guage models such as ChatGPT and GPT-4. It is

observed that these two LLMs underperform even
the LSTM-based methods; We believe this is be-
cause MNER is a challenging task for the zero-shot
reasoning of LLM.

3.4. Ablation Study
Here, we remove the essential components to ob-
serve performance changes. The results are dis-
played in Table 2.

Effects of Prioritized multi-modal information
integration Here, we investigate the importance of
the “Prioritize” strategy. We remove the “coarse-to-
fine” and “easy-to-head” prioritizations in the modal-
ity fusion stage and replace them with a simple con-
catenation strategy. As we can see in the results,
this leads to performance degradation, indicating
that multi-modal fusion with prioritization makes
multi-modal fusion more effective.

Effects of Decomposed multi-modal fusion
To investigate the importance of the “Decomposi-
tion” strategy, we replace the hierarchical modality
fusion structure with a flat fusion structure. The pri-
ority remains the same. As we can see, although
this still outperforms the baseline BERT-Iterative, it
suffers a more significant performance drop than
removing the Prioritized multi-modal information
integration. This indicates the importance of de-
composing multi-modal fusion when facing diverse
multi-modal representations. In further analysis, we
provide a more detailed analysis of the multi-modal
fusion strategies.

Effects of Cross-modal relevance measure-
ment Finally, in analyzing the “Eliminate” strategy,
we remove the losses for our image-text relevance
scores, making the model learn the previously com-
puted image-text relevance implicitly. We observed
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a significant drop in performance, which can be at-
tributed to the difficulty of implicitly learning image-
text relevance. We also analyzed three losses sep-
arately, and the results indicated that the most im-
portant one is span-level relevance. This is prob-
ably because it can capture entity-level relevance
between text and images and thus better filter out
irrelevant information. All of these three losses are
important because they are used to measure the
image-text relevance from different granularities,
which is more effective in irrelevance filtering.

Setting Twitter15 Twitter17
Default 77.56 87.90

St
ra

te
gy

Max-pool 76.79 87.02
Mean-pool 76.50 86.70
MLP 76.28 86.34
MoE 77.15 87.26

Table 3: Comparions with different static multi-
modal fusion strategies

3.5. Further Analysis
Comparions with different static multi-modal fu-
sion strategies In Table 3, we compare the default
strategy with four static multi-modal fusion strate-
gies, where the multi-modal fusion is pre-computed
and holds for all the steps (the designs of the multi-
modal fusion over spans are removed): 1) Mean-
pool, we mean pool the image representations and
fuse them with text using attention mechanisms, 2)
Max-pool, we max pool the image representations
and fuse them with text using attention mechanisms
3) MLP, we concatenate all the image representa-
tions and fuse them with text using an MLP layer
consisting of two linear layers. 4) MoE, we use MoE
according to VisualPT-MoE (Xu et al.). From the
results, we can observe that: 1) whether Max-pool,
Mean-pool, or MLP underperforms MoE and the
default strategy, which is consistent with the conclu-
sion of previous research that different modalities
should be fused differently. 2) Compared to all
these static fusion methods, our proposed dynamic
fusion framework outperforms all of them, demon-
strating that dynamic integration of multi-modal in-
formation in multiple steps can better integrate di-
verse multi-modal representations.

Analysis on the incorporation of image infor-
mation In Table 4, we analyze the incorporation
of image features from two aspects: 1) The impor-
tance of the features at different granularities, we
ablate either coarse- or fine-grained image features,
and to maintain the model structure, we replace
the original image features with randomly initial-
ized vectors. From the results, we can observe
that removing each feature leads to performance
degradation, with fine-grained features being more

Scheduler Setting Twitter15 Twitter17
Default 77.56 87.90

Features w/o Coarse-grained 76.97 87.29
w/o Fine-grained 76.54 86.86

Priority
Reverse Grain 77.26 87.37
Reverse Gap 77.42 87.51
Reverse Grain&Gap 77.12 87.23

Table 4: Analysis of the importance of different
image features and the priority of the multi-modal
information integration.

Twice go
unnoticed in
Time Square
during TT cover
performance

Iterative Reasoning Process

1. Twice: PER
2. Time Square:

MISC
3. TT: MISC

…
1. Twice: PER
2. Time Square:

LOC
3. TT: MISC

MLB Notes: 
Miguel Mont out 
with Cubs after 
blaming Jake 
Arrieta for 
stolen bases.

1. MLB: ORG
2. Miguel Mont: PER
3. Cubs: PER
4. Jake Arrieta: PER

Input Example

1. MLB: ORG
2. Miguel Mont: PER
3. Cubs: ORG
4. Jake Arrieta: PER

🤔

🤔

…

… …

Figure 3: Two examples demonstrating the iterative
reasoning process of DPE-MNER. We outline the
image details that help correct the predictions in
red boxes.

critical than coarse-grained features. 2) The impor-
tance of feature fusion prioritizations for different
image features. We conduct three additional ex-
periments in which the prioritizations are reversed.
The results demonstrate the importance of prioriti-
zations and the effectiveness of the prioritizations
we adopted.

3.6. Case study
In Fig 3, we use two representative cases to il-
lustrate how our framework iteratively refines the
predictions with the incorporation of multi-modal
information. As we can see, both cases get correct
predictions on the easy entities, while the “Time
Square” in the first case and “Cubs” in the sec-
ond case are ambiguous and mispredicted. DPE-
MNER incorporates the multi-modal information
and gets the correct prediction.

4. Related Works

Multi-modal Named Entity Recognition (MNER)
was first proposed by Zhang et al. (2018), aiming
to improve the performance of NER using image
information. There are two main lines of MNER
research: exploring more effective multi-modal rep-
resentations and fusing the multi-modal represen-
tations. For the first line, researchers have ex-
plored coarse-grained image representations (Yu
et al., 2020) and fine-grained image representa-
tions (Zhang et al., 2021a; Chen et al., 2022c).
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Some researchers attribute the bottleneck in modal-
ity fusion to the modality gap. Therefore, they di-
rectly translate the image into text to eliminate the
modality gap (Wang et al., 2021). For the second
line, the methods for multi-modal fusion evolve dy-
namically in accordance with the advancements in
the mainstream field of artificial intelligence. Ear-
lier MNER methods usually use one- or two-layer
attention mechanisms to fuse image and text rep-
resentations (Yu et al., 2020; Zhang et al., 2018).
Then, some works try to model multi-modal fusion
in a fine-grained way, such as UMGF, which uses
GNN for multi-modal fusion (Zhang et al., 2021a).
Some recent works try to project image representa-
tions into text spaces with a transformation matrix,
then use them as prefixes for pre-trained language
models, trying to fuse multi-modal information with
the multi-layered transformers (Chen et al., 2022c).

There are also some branch lines on MNER,
such as improving the fine-grained cross-modal
alignment (Jia et al., 2023), filtering the noise in
images (Yu et al., 2020), and incorporating external
knowledge (Li et al., 2023).

Our work focuses on fusing all these differ-
ent multi-modal representations and incorporating
them reasonably to improve MNER. The most rele-
vant to our work is VisualPT-MoE (Xu et al.). Unlike
them, we leverage not only various text representa-
tions but also various image representations, and
our framework is iterative. As demonstrated by
extensive experiments, DPE-MNER is a stronger
solution to this problem.

5. Conclusion

In this paper, we aim to fully utilize various multi-
modal representations in MNER for better recogni-
tion performance. To achieve this, we propose an
iterative reasoning framework DPE-MNER. DPE-
MNER simplifies the incorporation of these di-
verse representations by breaking down MNER into
multiple steps. During this process, multi-modal
representations are dynamically fused and inte-
grated with a “decompose, prioritize, and eliminate”
strategy. We perform extensive experiments and
demonstrate the effectiveness of DPE-MNER.
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