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Abstract
We tackle Event Argument Extraction (EAE) in the manner of template-based generation. Based on our exploration of
generative EAE, it suffers from several issues, such as multiple arguments of one role, generating words out of context
and inconsistency with prescribed format. We attribute it to the weakness of following complex input prompts. To
address these problems, we propose the demonstration retrieval-augmented generative EAE (DRAGEAE), containing
two components: event knowledge-injected generator (EKG) and demonstration retriever (DR). EKG employs event
knowledge prompts to capture role dependencies and semantics. DR aims to search informative demonstrations from
training data, facilitating the conditional generation of EKG. To train DR, we use the probability-based rankings from
large language models (LLMs) as supervised signals. Experimental results on ACE-2005, RAMS and WIKIEVENTS
demonstrate that our method outperforms all strong baselines and it can be generalized to various datasets. Further
analysis is conducted to discuss the impact of diverse LLMs and prove that our model alleviates the above issues.
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1. Introduction

Event argument extraction (EAE) is a fundamen-
tal and challenging part of event extraction (EE).
It aims to discover arguments for each predefined
role (Doddington et al., 2004; Ahn, 2006). For ex-
ample, in Figure 1, given that the word "hired" in
context triggers a Start-Position event, EAE
model is required to extract arguments (e.g., Lon-
don) for each specific role (e.g., Place).

Figure 1: Example of event argument extraction.

Significant efforts are devoted by researchers
to advance EAE from feature-based models (Ahn,
2006; Grishman, 2010; Hong et al., 2011) to recent
deep learning-driven methods (Chen et al., 2015;
Nguyen et al., 2016; Liu et al., 2018; Wang et al.,
2019; Du and Cardie, 2020; Wang et al., 2021; Ma
et al., 2022; Hsu et al., 2023). Most of EAE methods
formulate the task as the paradigm of classification.
They aim to map the argument candidate to role
space (Chen et al., 2015; Liu et al., 2018; Wang
et al., 2019, 2021; Ma et al., 2022). Besides, re-
cent generation-based EAE methods reformulate
extraction as structural generation and achieve sub-
stantial progress (Li et al., 2021; Huang et al., 2022;
Liu et al., 2022b; Hsu et al., 2022, 2023). They both
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rely on a prompt which explicitly introduces event
knowledge and defines the output format.

Based on our observations, models of this
paradigm suffer from several issues, including mul-
tiple arguments of the same role, generating words
out of context and outputs inconsistent with re-
quired format. We attribute this to the insufficient
elicitation of the ability in generative models to
understand input-output mapping. Motivated by
demonstration selection of in-context learning (ICL)
(Brown et al., 2020; Chung et al., 2022; Chen et al.,
2022; Rubin et al., 2022; Li et al., 2023), we expect
to retrieve good examples (input-output pairs) to
elicit the analogical capability of generative models.

In this paper, we explore to retrieve informative
demonstrations for generative EAE model to bet-
ter make predictions. We propose a framework
DRAGEAE (Demonstration Retrieval-augmented
Generative Event Argument Extraction). It con-
tains two essential components: demonstration re-
triever (DR) and event knowledge-injected genera-
tor (EKG). Following previous works (Li et al., 2021;
Hsu et al., 2022; Liu et al., 2022b; Hsu et al., 2023),
the basic input x of EKG is a context and a human-
written prompt containing role interaction-based
event declaration and formatted template. The tar-
get output y comes from the template filled with
corresponding arguments. Therefore, the genera-
tor better captures both prior event knowledge and
cross-role dependencies. Combined with the gen-
erator, the retriever is our main contribution. Given
a training example (x, y) and a set of candidate
demonstrations (examples) from training data, we
use large language models (LLMs) to rank them ac-
cording to the probability of generating ground-truth
y conditioned on x and each candidate. The candi-
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date resulting in a higher probability is supposed to
be more informative (Rubin et al., 2022; Fu et al.,
2023; Li et al., 2023). Subsequently, the retriever
is trained by LLM ranking feedback, thus inheriting
the ability to determine high-quality demonstration.
Unlike previous studies that use off-the-shelf LLMs
to infer results (Rubin et al., 2022; Li et al., 2023;
Wang et al., 2023), we finetune the generator with
retrieved examples. And this is expected to en-
hance the analogical capability.

Experimental results show that DRAGEAE out-
performs all strong baselines on ACE-2005 and
achieves new State-of-The-Art (SoTA) with an F1-
score of 74.8%. Additional experiments on RAMS
and WIKIEVENTS verify the generalization and
compatibility of DRAGEAE. We also conduct ab-
lation studies to evaluate each module. Further
analysis reveals the impact of diverse LLMs and
the distribution changes of errors.

2. Related Work

Event argument extraction witnesses the thriving
iterations of NLP technology. Traditional EAE meth-
ods (Ji and Grishman, 2008; Hong et al., 2011;
Li et al., 2013) heavily rely on manual rules and
feature engineering. Benefiting from deep learn-
ing, modern EAE methods shift towards the refine-
ment of both neural network architectures and op-
timization objectives (Chen et al., 2015; Nguyen
et al., 2016; Liu et al., 2018; Wang et al., 2019;
Du and Cardie, 2020; Li et al., 2021; Ma et al.,
2022; Hsu et al., 2023). This enables the automatic
recognition of event-related features and their de-
pendencies, boosting the performance to a higher
level. We categorize these works to two different
paradigms: classification and generation.

Classification-based methods involve locating
the argument span and mapping it into role space.
Commonly, they leverage auxiliary syntactic struc-
tures (Liu et al., 2018; Pouran Ben Veyseh et al.,
2020) and semantic associations (e.g., entity, trig-
ger, relation) (Chen et al., 2015; Sha et al., 2018;
Ding et al., 2022; Lin et al., 2020) through sophis-
ticated networks. Based on powerful pretrained
language models (PLMs), Wang et al. (2021) de-
signs a contrastive pretraining objectives to learn
event knowledge and their semantic structures from
large-scale unsupervised data.

By contrast, generation-based models are more
end-to-end and flexible. They translate extraction
to structured generation dependent on constrained
decoding (Lu et al., 2021; Paolini et al., 2021) and
template-based conditions (discrete or continuous
prompts) (Li et al., 2021; Liu et al., 2022b; Hsu
et al., 2022, 2023). Li et al. (2021) focuses on
document-level event argument extraction and pro-
poses a set of informative templates to capture

long-range dependencies. Huang et al. (2022) ex-
plore language-agnostic templates to transfer event
knowledge in the zero-shot cross-lingual scenario.
Benefiting from templates, generative EAE mod-
els better exploit event knowledge (e.g., cross-role
dependencies or event descriptions) to unleash
intrinsic capability – generate anything.

3. Approach

The overall architecture of DRAGEAE (see this link)
contains an event knowledge-injected generator
(EKG) and a demonstration retriever (DR). We will
introduce the details of model designs and training.

3.1. Event Knowledge-Enhanced
Generator

We reformulate EAE as template-based conditional
generation, following (Li et al., 2021; Hsu et al.,
2022). The event extraction dataset defines a set
of event types Ω = {τi}|Ω|

i=1 and each τ ∈ Ω corre-
sponds to a set of argument roles Φτ .

Basically, each input x of an example (x, y) con-
tains the context sentence s and the event knowl-
edge prompt P, denoted as x = s ⊕ P where ⊕
refers to text concatenation. Given an event type
τ , the trigger wt and the argument role set Φτ ,
the prompt Pτ,wt

includes the following two com-
ponents. (1) Event type constraint follows the
pattern of "In the τ event triggered by wt". For EAE
task, we use golden event type and trigger. (2)
Descriptive template summaries the τ event with
argument roles and indicates the output format.

For example, in Figure 1, the Start Po-
sition event contains the role set Φτ =
{Person,Entity,Place}. The prompt P refers
to "In the Start-Position event triggered by hired,
Person stared working at Entity organization in
Place." 1. The ground-truth sequence y is pro-
cessed to follow the template format by replacing
role labels with correct arguments2. Therefore, the
output should be "Peter Arnett started working at
tabloid organization in London". Mathematically,
the event knowledge-injected generator g is
formulated as pg(y|x) = pg(y|s,Pτ,wt

).

3.2. Demonstation Retriever
Provided the training set Dtrain = {(xi, yi)}ni=1, the
goal of DR is to search high-quality demonstration
d′ = (x′, y′) ∈ Dtrain, with input x as the query.

1To save time and effort in template design and ensure
a fair comparison, we reuse templates from previous
works (Li et al., 2021; Liu et al., 2022b).

2If there exists no argument for a role, replace the
role label with "None". If a role is related to multiple
arguments, concatenate them with "and".

https://anonymous.4open.science/r/DRAGEAE-88D2/model_figure_DRAGEAE.png
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3.2.1. Retriever Architecture

Following Rubin et al. (2022), DR is based on the bi-
encoder architecture which can be initialized from
any BERT-like models (Devlin et al., 2019). The
input x (query) of a training example and the demon-
stration d′ are encoded separately by the siamese
encoder EDR. Then, their relevance is calculated
by cosine similarity: rel(x, d′) = EDR(x)⊤EDR(d′)

∥EDR(x)∥∥EDR(d′)∥ ,
where EDR(·) represents the output vector of built-
in special token [CLS] encoded by EDR and ∥ · ∥
denotes Euclidean norm. We adopt the bi-encoder
due to efficiency and effectiveness.

3.2.2. Learning from LLM

Given the LLM ĝ, input x of a training example (x, y)
and a set of demonstration candidates Υ ⊂ Dtrain,
we rank all candidates based on the conditional
probability pĝ(y|x, di) generated by ĝ. For di, the
input of ĝ is "di [SEP] x". Considering the in-
ference cost of LLMs, we only construct a candi-
date set Υ = {di}mi=1

3 with top-m ranked demon-
strations recalled by the retriever before finetun-
ing. If pĝ(y|x, di) is the k-th largest among Υ,
we define r(di) = k. A higher rank of di im-
plies that it is more informative for target reason-
ing. Consequently, we obtain the train set for DR,
DDR = {

(
xi, yi,Υi, {r(dj)|dj ∈ Υi}m

)
|(xi, yi) ∈

Dtrain}ni=1. To enhance DR with the scoring capa-
bility of LLM, we regard the ranking of all candidates
as supervised signals. Specifically, we propose to
leverage the partial orders of ranking and minimize
the loss function:

Lr =
∑

r(di)<r(dj)
∧ di,dj∈Υ ∧ i̸=j

log
(
1 + erel(x,dj)−rel(x,di)

)
.

(1)
Since learning to rank candidates is also a metric

learning problem, following Karpukhin et al. (2020);
Rubin et al. (2022), we additionally use the con-
trastive loss with in-batch negative samples:

Lc = −log
erel(x,d

+)

erel(x,d+) +
∑

d∈N erel(x,d)
, (2)

where d+ denotes the rank-1 candidate of the input
x of current training example. N is the negative
set of all rank-1 candidates of other training exam-
ples in the same mini-batch. This method aims to
optimize the representation space to achieve im-
proved alignment and uniformity (Wang and Isola,
2020), and meanwhile benefits the learning of rank-
ing function. At last, the total loss function of DR is
a combination of both the two objectives:

LDR = Lr + Lc (3)

3We set m as 20 to maximize the utilization of GPU
memory.

3.3. Demonstration Retrieval-Augmented
Generation

The two essential components of DRAGEAE is
trained separately. The finetuned DR is directly
applied to demonstration selection. During training
of EKG, given the input x of an example (x, y), we
use DR to calculate the relevance over all training
examples and select top-14 ranked demonstrations
d∗. Let the final input "[CLS] d∗ [SEP] x [SEP]"
and the grounded output sequence y, the model
is optimized by minimizing negative log-likelihood
loss:

Lg = −
|y|∑
i=1

log pg (yi|d∗, x, y<i) (4)

where yi is the i-th token of sequence y and y<i

denotes the subsequence before the i-th position.
During inference, DRAGEAE generates se-

quences in an autoregressive manner with beam
search. To parse predicted arguments, we employ
regular expression and string matching.

4. Experiments

4.1. Experimental Settings
Datasets. We apply our model on three repre-
sentative datasets of Event Argument Extraction,
including the most popular ACE-2005 (Dodding-
ton et al., 2004),the recent RAMS (Ebner et al.,
2020) and WIKIEVENTS (Li et al., 2021). All exper-
iments are conducted on ACE-2005, while RAMS
and WIKIEVENTS are left to the study on general-
ization of the demonstration retriever.

The English part of ACE-2005 we use is a
sentence-level datasets. It contains 599 docu-
ments with human annotations of events. We follow
the preprocessing from Wadden et al. (2019), keep-
ing 33 event types and 22 argument roles.

RAMS is a document-level dataset for EAE
task, annotated with 139 event types and 65 roles.
Specifically, each document consists of 5 sen-
tences, while arguments of one event are scattered
throughout the document. We follow the official
data splits from Ebner et al. (2020).

WIKIEVENTS is a more realistic document-
level dataset for EAE task, collected from English
Wikipedia articles. It provides 246 documents with
50 event types and 59 argument roles. The core
idea of this dataset is to extract more informative
arguments. The official data splits are provided by
Li et al. (2021).

Evaluation. For evaluation, we report metrics of
precision (P), recall (R) and F1-score (F1) of argu-
ment classification, following previous works (Wad-

4The number is tuned on development set.
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Hyperparameters DR DRAGEAE
learning rate 5×10−5 10−4

weight decay 0.01 0.01
warm-up ratio 0.1 0.1
batch size 64 40
epoch 60 20
max input/output length 128/- 512/80
beam size - 4

Table 1: Hyperparameters

den et al., 2019; Lin et al., 2020). An argument is
correctly extracted only when both its offset and
role label match the ground truth exactly.

Implementation Details. The LLM we use to
rank candidates is text-davinci-0035, whose tem-
perature is set to 0. Since we train two components
with AdamW (Loshchilov and Hutter, 2019), all com-
mon hyperparameters are shown in Table 1. The
retriever DR is initialized with SBERT (Reimers and
Gurevych, 2019). We finetune DR with early stop-
ping based on training loss. For DRAGEAE, we
use T5-large of huggingface implementation6 as
the backbone. All hyperparameters are tuned on
development set. Each experiment is conducted
on 2 NVIDIA A100 40GB GPUs. The experimen-
tal results we report are the average of 5 random
seeds from {1, 10, 42, 100, 1000}.

Baselines. We compare DRAGEAE with
other state-of-the-art models of two paradigms:
classification-based and generation-based meth-
ods. DyGIE++ (Wadden et al., 2019) integrates
entity and relation features to recognize arguments.
EEQA (Du and Cardie, 2020) transforms the
extraction task to an extractive question answer-
ing task. It locates the predicted argument for
each role-specific question via pointer networks.
BART-Gen (Li et al., 2021) designs descriptive
templates for each event type to capture role
interactions and long-range dependencies. It
aims to generate the filled template and parse
results in role slots. X-GEAR (Huang et al., 2022)
performs cross-lingual generative extraction with
language-agnostic templates. It demonstrates
the potential of large generative models to deal
with extraction tasks. AMPERE (Hsu et al., 2023)
encodes AMR auxiliary signals into template-based
generative models to improve semantic learning.

4.2. Main Results
The overall performance of DRAGEAE is presented
in Table 2. Our model outperforms all previous

5https://platform.openai.com/docs/api-
reference/completions

6https://huggingface.co/t5-large

Model P R F1
DyGIE++ (Wadden et al., 2019) 61.4 55.9 58.5
EEQA∗ (Du and Cardie, 2020) 67.9 63.0 65.4
BART-Gen∗ (Li et al., 2021) 67.8 65.6 66.7
X-GEAR (Huang et al., 2022) 69.2 73.6 71.3
AMPERE (Hsu et al., 2023) 72.3 75.8 74.0
DRAGEAE (ours) 73.7 76.0 74.8

Table 2: Main results (%) on ACE-2005 test set.
Value in Bold represents the best performance. ∗
denotes the result reported in original paper.

Model RAMS WIKIEVENTS
BART-Gen (Li et al., 2021) 48.2 64.8
BART-Gen w/ DR 50.3 65.5
DRAGEAE 54.9 69.2

Table 3: Results (F1) of generalization study on
different datasets. DR is only trained on ACE-2005.

methods and achieves the state-of-the-art. We
conduct t-test to verify the statistical significance
and the p-value is about 0.000617 (< 0.05) when
compared to AMPERE. It indicates that we obtain
a significant improvement.

Noticeably, when compared with classification-
based models (e.g., DyGIE++ and EEQA), the
performance of generation-based methods is obvi-
ously superior. This is attributed to the knowledge-
intensive human-written template. We assume
that the template effectively exploits the large-scale
prior knowledge derived from pretraining. Besides,
our model still beats generation-based competitors
and exceeds 1.4%, 0.2% and 0.8% in precision,
recall and F1-score, respectively. On precision,
DRAGEAE demonstrates more improvement than
other template-based generation baselines. It indi-
cates our retriever provides valuable and informa-
tive demonstrations, as well as assists in learning
prompt knowledge and complex input structures.

4.3. Generalization on Diverse Datasets
We study the generalization of our method on di-
verse datasets and take into consideration BART-
Gen for comparison. The results shown in Table 3
demonstrate that DRAGEAE surpasses BART-Gen
on both RAMS and WIKIEVENTS by 6.7% and
4.4%, respectively. We additionally apply DR to
BART-Gen (i.e., BART-Gen w/ DR) and this also
produces the apparent improvement.

It is noteworthy that our experiments here are
grounded on the DR trained only on ACE-2005.
In other words, we only finetune the generator on
RAMS and WIKIEVENTS. Accordingly, the results
prove that our proposed method is highly adaptive
and generalized. Therefore, we assume that our
proposed DR is compatible with other generative
extractors, especially the ones which rely on the
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Model P R F1
DRAGEAE (full) 73.7 76.0 74.8
-w/o Event type constraint 71.1 75.2 73.1
-w/o Descriptive template 73.3 71.7 72.5
GEAE (-w/o DR) 70.6 73.9 72.2
-w/o Event type constraint 67.7 71.8 69.7
-w/o Descriptive template 69.9 67.0 68.4

Table 4: Results of ablation studies for each com-
ponent on ACE-2005 test set.

LLM variants P R F1
text-davinci-003 (175B) 73.7 76.0 74.8
Flan-T5-XXL (11B) 76.8 72.5 74.6
LLaMA (7B) 72.3 75.1 73.7

Table 5: Performance of DRAGEAE enhanced by
different retrievers trained by diverse LLM rankings.

stability of output patterns and the correctness of
constituents within the event-specific templates.

5. Analysis

5.1. Ablation Studies
To investigate the effectiveness of our designs,
we conduct ablation studies by removing each de-
sign and present the results in Table 4. For fine-
grained control of variables, we firstly modify the
full DRAGEAE to the variant GEAE by removing
the demonstration retriever.

From the results in Table 4, for both DRAGEAE
and GEAE, it is evident that removing descriptive
template consistently leads to a larger performance
(both recall and F1 score) drop than removing event
type constraint. Because the descriptive template
encompasses semantics of role labels and inter-
role dependencies, facilitating a better comprehen-
sion of the event. Meanwhile, it establishes the
prescribed output format and asks the model to sub-
stitute role labels with corresponding arguments.
Moreover, for performance fluctuations in response
to prompt changes, DRAGEAE demonstrates the
more enhanced stability. We suppose that DR pro-
vides informative examples which steer the gener-
ator in the right direction.

5.2. LLM Variants
We evaluate the impact of ranking signals derived
from LLMs of varying scales. Specifically, at the
stage of training DR, we use a range of LLMs, like
LLaMA (Touvron et al., 2023) and Flan-T5-XXL
(Chung et al., 2022), to rank the candidates and
employ the rankings as supervised signals. The
EAE results of DRAGEAE combined with differ-
ent demonstration retrievers supervised by various

Error Type DRAGEAE GEAE
Incompletion 8% 12%
Out of Context 2% 4%
Wrong Format 2% 14%

Table 6: Distribution of three main error types in
DRAGEAE and GEAE.

LLMs feedback are shown in Table 5. There is a
trend that as the size of LLM for ranking candidates
is scaled up, a corresponding improvement in the
performance of DRAGEAE is observed. Despite
the significant gap in parameters between Flan-T5-
XXL and text-davinci-003, the performance gains
obtained by the larger model are modest.

5.3. Error Analysis

To perform an error analysis, we randomly sample
50 examples and examine the predictions of of
DRAGEAE and GEAE. The statistical distribution
of errors is presented in Table 6.

Typically, we identify three predominant error
types. (1) Incompletion refers to the situation
where not all gold arguments are predicted when
multiple arguments is related to the same role. (2)
Out of Context refers to the generation of argu-
ments not found within the context. (3) Wrong for-
mat refers to generating sentences whose patterns
are inconsistent with prescribed formats, rendering
the post-processing unfeasible. Compared with
GEAE, our full model DRAGEAE effectively allevi-
ates the three main errors, especially the wrong-
format error. It demonstrates the enhanced ana-
logical ability of DRAGEAE to capture template
patterns, which benefits from the input-output map-
pings of retrieved demonstrations.

6. Conclusion

In this paper, we explore the demonstration re-
trieval augmentation for generation-based event
argument extraction and propose the model called
DRAGEAE. To provide informative and high-quality
demonstrations, we finetune a retriever with a bi-
encoder architecture, which is supervised by LLM
feedback. Empirically, our model outperforms all
baselines on three datasets, demonstrating both
generalization capability and compatibility. We con-
duct thorough ablation studies to explore the ef-
fectiveness of each component. Besides, we an-
alyze the influence of different ranking LLMs and
compare the distribution changes of errors. In the
future, we plan to further apply our work in more
challenging document-level event extraction.
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7. Limitations

Although our proposed model DRAGEAE achieves
the superior performance compared to previous
studies, some limitations of our work do exist. First,
our model is based on descriptive event templates
which is a heavy cost of time and human-labor.
Without the templates, it is hard to apply our method
into diverse datasets. Second, in this paper, we
only experiment on the setting of T5-large as the
generator. We leave the investigation on the gener-
alization of various models in future. Moreover, the
core idea of our method is to retrieve informative
demonstration to facilitate in-context learning. We
believe there is still a huge room for improvement
of our proposed retriever. And this will contribute
to the few-shot capability of current LLMs.

8. Ethical Considerations

Our work relies on the two open-source retriever
and generator which are pretrained on a large-scale
corpus with potential bias. Therefore, the outputs
of our model may have the risk of such prior and un-
expected bias. We suggest users should carefully
check the generated contents before application.
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