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Abstract
Cybercrime is a serious and growing threat affecting millions of people worldwide. Detecting cybercrimes from text
messages is challenging, as it requires understanding the linguistic and cultural nuances of different languages and
regions. Roman Urdu is a widely used language in Pakistan and other South Asian countries, however, it lacks
sufficient resources and tools for natural language processing and cybercrime detection. To address this problem, we
make three main contributions in this paper. (1) We create and release CRU, a benchmark dataset for text-based
cybercrime detection in Roman Urdu, which covers a number of cybercrimes as defined by the Prevention of
Electronic Crimes Act (PECA) of Pakistan. This dataset is annotated by experts following a standardized procedure
based on Pakistan’s legal framework. (2) We perform experiments on four pre-trained language models (PLMs) for
cybercrime text classification in Roman Urdu. Our results show that xlm-roberta-base is the best model for this task,
achieving the highest performance on all metrics. (3) We explore the utility of prompt engineering techniques, namely
prefix and cloze prompts, for enhancing the performance of PLMs for low-resource languages such as Roman Urdu.
We analyze the impact of different prompt shapes and k-shot settings on the performance of xlm-roberta-base and
bert-base-multilingual-cased. We find that prefix prompts are more effective than cloze prompts for Roman Urdu
classification tasks, as they provide more contextually relevant completions for the models. Our work provides use-
ful insights and resources for future research on cybercrime detection and text classification in low-resource languages.
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1. Introduction

A crime is an unlawful act or omission punishable by
a state. When a computer/mobile phone or the in-
ternet is used as a tool, a target, or both to commit a
crime, then it is known as cybercrime. Over the past
few decades, the number of Internet and social me-
dia users has been growing rapidly. Consequently,
cybercrimes are increasing steadily globally and
in Pakistan. This continuously increasing online
communication and the extensive usage of social
networking platforms have created new avenues
for cybercrime, including cyberbullying, cyber ter-
rorism, cyber harassment, and hate speech. These
cybercrimes are totally unique, transnational, invis-
ible, rapid, and ever-evolving. It is necessary to
identify these crimes in a timely manner to avoid
any inconvenience and to protect the citizens’ dig-
nity.

While much research has been dedicated
to specific cybercrime categories such as hate
speech (Waseem et al., 2017), cyberbullying (Dad-
var and de Jong, 2012), and fraud detection (Wang,
2010), a comprehensive framework for cybercrime
detection, grounded in the legal context of a partic-

ular country or region, remains largely unexplored.
Law enforcement agencies educate people using
different awareness measures, and social network-
ing sites/apps such as Facebook and Yahoo! up-
date their Terms of Service (ToS) to prevent cyber-
crimes. Facebook ToS prohibits posting content
that is: pornographic, hateful, threatening, or in-
cites violence. Yahoo! ToS are like forbidding con-
tent that is hateful, unlawful, threatening, harassing,
abusive, defamatory, vulgar, invasive of another’s
privacy, ethnically, racially, or otherwise objection-
able. In Pakistan, the Prevention of Electronic
Crimes Act (PECA) (PECA, 2016) was enacted
in 2016 to provide a legal framework for combat-
ing cybercrimes and protecting the rights of online
users. The PECA defines various types of cyber-
crimes and their punishments. It also established
an investigation agency and a forensic laboratory
for dealing with electronic crimes.

One of the challenges in implementing the PECA
is the linguistic diversity of Pakistan. Pakistan has
six major and more than 50 regional languages (Li
et al., 2022). Urdu is the national language and
one of the official languages of Pakistan, along with
English. Roman Urdu (RU) is a variant of Urdu that
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uses the Latin script instead of the Perso-Arabic
script. Pakistani users use Roman Urdu exten-
sively for online communication and social media
platforms (Li et al., 2022). Roman Urdu is also
used in other South Asian countries, such as In-
dia and Bangladesh. A survey acknowledges that
“300 million people are speaking Urdu and about 11
million speakers in Pakistan from which maximum
users prefer Roman Urdu for the textual communi-
cation" (Shahroz et al., 2020). Another study notes
that “Urdu is a national language of Pakistan, and
more than 100 million speak Urdu and use it with
Roman text to express their views about products,
events, services, issues, and topics" (Khan et al.,
2021).

Roman Urdu poses several challenges for natu-
ral language processing (NLP) and cybercrime de-
tection due to its lack of standardization, linguistic
variations, code-mixing with other languages, and
informal writing style (Li et al., 2022). There are
few datasets for Roman Urdu text analysis, espe-
cially for cybercrime detection. Most of the available
datasets focus on specific types of cybercrimes,
such as hate speech (Bilal et al., 2023), offensive
text (Sajid et al., 2020), or cyberbullying (Dewani
et al., 2021). These datasets do not cover all the
text-based cybercrimes that the PECA defines and
do not follow its legal framework. Moreover, these
datasets are relatively small in size and imbalanced
in class distribution (Bilal et al., 2023; Dewani et al.,
2021; Sajid et al., 2020). There is a need for a large-
scale and comprehensive dataset for text-based
cybercrime detection in Roman Urdu aligned with
the PECA.

Existing methods for cybercrime detection in
RU/Urdu are based on machine learning (ML) or
deep learning (DL) techniques that require manual
or automatic feature extraction from text data (De-
wani et al., 2023, 2021; Rizwan et al., 2020).
These methods suffer from limitations such as data
scarcity, noise sensitivity, and context ignorance.
Prompt-based techniques have emerged in recent
times as a strong alternative in NLP that uses nat-
ural language prompts to guide PLMs for various
tasks (Liu et al., 2023; Gao et al., 2021; Brown et al.,
2020; Ullah et al., 2023). These techniques can
leverage the knowledge and skills of PLMs without
fine-tuning them on task-specific data, achieving
state-of-the-art results on many NLP tasks. How-
ever, they have not been explored for RU/Urdu cy-
bercrime detection. We adopt and utilize prompt-
based techniques for cybercrime text classifica-
tion in RU, a novel and promising direction for this
task. These techniques can potentially overcome
some of the challenges of ML and DL methods
by using less data, being more robust, and incor-
porating context and domain knowledge into the
prompts (Brown et al., 2020).

In this paper, we make two key contributions to
cybercrime detection in Roman Urdu. First, we
create and release a benchmark dataset Cyber-
crimes in Roman Urdu (CRU)1, covering a wide
range of cybercrimes defined by the PECA Act of
Pakistan. This dataset is annotated by experts
following a standardized procedure based on Pak-
istan’s legal framework. Second, we perform exper-
iments on four pre-trained multilingual transformers,
namely DistilBERT-Base-Multilingual (Sanh et al.,
2019), BERT-Multilingual-Base (Devlin et al., 2019),
XLM-RoBERTa-Base (Conneau et al., 2020), and
Multilingual-MiniLM (Wang et al., 2020), for cyber-
crime text classification in RU. We evaluate their
performance using standard metrics such as pre-
cision, recall, macro F1-score, and accuracy. We
also explore the significance of prompt engineering
techniques, namely prefix and cloze prompts (Liu
et al., 2023), for enhancing the performance of pre-
trained multilingual transformers for Roman Urdu
cybercrimes detection. We analyze the impact of
different prompt shapes and k-shot settings on the
performance of the models. Our results show that
XLM-RoBERTa-Base performs better in standard
fine-tuning while BERT-Multilingual-Base with pre-
fix prompts achieves the highest performance in
Roman Urdu cybercrimes detection.

2. Related Work

Research in the field of cybercrime detection and
related tasks has witnessed rapid evolution over the
past few years. Existing research encompasses a
diverse range of but interconnected tasks, including
the detection of racism and sexism on platforms like
Twitter (Waseem, 2016), distinguishing offensive
language from hate speech (Davidson et al., 2017),
and identifying hateful and non-hateful speech
within white supremacy forums (De Gibert et al.,
2018). Traditionally, researchers have identified
and classified cybercrimes by extracting specific
crime-related keywords from text data. Additionally,
various features have been utilized in the litera-
ture, such as bag-of-words, n-grams (Nobata et al.,
2016), sentiment analysis, lexical resources, lin-
guistic features, knowledge-based features, meta-
information, and word embeddings (Kwok and
Wang, 2013; Davidson et al., 2017; Greevy and
Smeaton, 2004). In recent years, however, the
field has shifted from feature-based models to data-
driven models.

The emergence of deep learning has brought
significant advancements to NLP in recent
years (Kovács et al., 2021). Notably, word embed-
dings and attention-based learning have revolution-
ized the field. Embeddings, as features, have sur-

1https://github.com/Faizad/
CRU-LREC-COLING-2024

https://github.com/Faizad/CRU-LREC-COLING-2024
https://github.com/Faizad/CRU-LREC-COLING-2024


4719

passed traditional methods like BoW and classical
features (Djuric et al., 2015) in hate speech iden-
tification. Convolutional Neural Networks (CNNs),
Recurrent Neural Networks (RNNs), and hybrid
architectures have also been employed for tasks
related to hate speech, racism, offensive language,
and sexism. However, the most profound devel-
opment has been the rise of transformers, par-
ticularly exemplified by models like BERT (Devlin
et al., 2018), which, in a recent competition for
hate speech detection, delivered seven out of the
ten best-performing models in a subtask (Zampieri
et al., 2019). However, most of the work is focused
on English and other resource-rich languages(Ullah
et al., 2023).

A significant gap in this domain pertains to low-
resource languages. Minimal efforts have been
made for low-resource languages, particularly for
Roman Urdu. According to a survey conducted
by Ethnologue in 2018, Urdu ranks as the 10th
most widely spoken language in the world, with
230 million speakers. However, Urdu is categorized
as a low-resource language, and no publicly avail-
able dataset exists that comprehensively covers all
types of cybercrimes amenable to classification us-
ing NLP-based techniques. While Urdu serves as
Pakistan’s national language, English is the official
language, and the informal chats on social media
platforms often involve a unique communication
dialect known as Roman Urdu. Roman Urdu devi-
ates from conventional grammatical rules and lacks
a standard dictionary, making it a challenging lan-
guage to process. Users employ diverse spellings,
self-created abbreviations, slang, acronyms, and
non-standard grammar, further complicating the
task of cybercrime detection (Rizwan et al., 2020;
Saeed et al., 2021; Talpur et al., 2020).

Rizwan et al. (2020) addressed the challenge of
hate speech and offensive language in RU. They in-
troduced a lexicon comprising 621 hateful words in
Roman Urdu and released the RUHSOLD dataset,
containing 10, 012 tweets with coarse-grained and
fine-grained labels for offensive language and hate
speech. Their work explored the feasibility of trans-
fer learning and proposed a novel deep learning ar-
chitecture, CNN-gram, for text classification. They
concluded that transfer learning is more effective
and advantageous for classification than training
embeddings from scratch. Saeed et al. (2021) fo-
cused on toxic comment classification in Roman
Urdu and released the Roman Urdu Toxic (RUT)
dataset for further research. Talpur et al. (2020) in-
vestigated cyberbullying detection in Roman Urdu.
These tasks are relevant to our work, as our primary
focus lies in classifying cybercrimes, particularly
within the context of Pakistan’s cybercrimes law
also known as the PECA Act. The severity and na-
ture of cybercrimes exhibit variation across demo-

graphic locations; thus, labeled datasets, language
resources, and multilingual models are pivotal to
advancing research in this domain (Mandl et al.,
2019).

3. Cybercrimes in Roman Urdu (CRU)

This section describes the collection and annotation
procedure for cybercrimes in Roman Urdu (CRU)
dataset. CRU is a collection of various types of
cybercrimes according to the PECA. The PECA is
passed in 2016 (PECA, 2016) by the parliament of
Pakistan, hence act as a standardized cybercrimes
law for Pakistan. The importance of the PECA lies
in its clear and consistent categorization of differ-
ent online offenses, such as hate speech, cyber
terrorism, electronic fraud, cyberstalking, and cyber
harassment. These offenses are not only harmful
to individuals and groups but also pose a threat to
national security and social harmony. Therefore, it
is essential to have a legal framework that can ef-
fectively prevent and prosecute such crimes. This
law helps us describe cybercrimes and their sever-
ity. It is worth noting that the cybercrimes defined
in the PECA are comprehensively defined along
with their punishments, which is not the case in
research articles which just define the cybercrimes
at the abstract level.

Cybercrime Definitions In this section, we
present the definitions of cybercrimes from the
PECA and compare them with those from the re-
search community’s definition. We mainly focus
on three types of cybercrimes relevant to our task:
(1) hate speech, (2) cyber terrorism, and (3) cyber
harassment/bullying.

Hate Speech: The PECA defines hate speech
as: “any word written or spoken or any gesture
made or any visual representation displayed which
incites violence or hatred against any group or indi-
vidual on account of their religion or sect or caste
or creed or race or ethnicity or gender or sexual
orientation" (PECA, 2016). Under this act, The
punishment for hate speech is imprisonment for
up to seven years or a fine of up to ten million
rupees or both (PECA, 2016). The research com-
munity defines hate speech as: “any communica-
tion that disparages a person or a group because
of some characteristic such as race, color, ethnic-
ity, gender, sexual orientation, nationality, religion,
or other characteristics" (Waseem, 2016; De Gib-
ert et al., 2018; Kovács et al., 2021; Fortuna and
Nunes, 2018).

Cyber Terrorism: The PECA defines cyber ter-
rorism as: “any act committed in violation of clause
of section 6, sections 7, 8, 9 or 10 of this Act with
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the intent to create terror or insecurity in the Gov-
ernment or the public or a section of the public
or community or sect or create a sense of fear or
insecurity in society" (PECA, 2016). The punish-
ment for cyber terrorism under this act is impris-
onment for up to fourteen years or a fine of up
to fifty million rupees or both (PECA, 2016). The
research community defines cyber terrorism as:
“using information technology by terrorist groups
and individuals to further their agenda. This can
include using information technology to organize
and execute attacks against networks, computer
systems, and telecommunications infrastructures,
or exchanging information or making threats elec-
tronically" (Conway, 2003). However, there is no
universally accepted definition of cyber terrorism
among researchers, and different countries have
different legal definitions and regulations for cyber
terrorism (Maras, 2017; Varol and Abdulhadi, 2018;
Weimann, 2005).

Cyber Harassment: The PECA defines cy-
ber harassment as: “any person who, with mali-
cious intent, knowingly and publicly exhibits, dis-
plays, transmits any electronic communication that
harms a person’s reputation or subjects a person to
ridicule, hatred, embarrassment or dislike" (PECA,
2016). The punishment for cyber harassment un-
der this act is imprisonment for up to three years
or a fine of up to one million rupees or both (PECA,
2016). The research community defines cyber ha-
rassment as: “the use of information and communi-
cation technologies to harass, control, manipulate,
or humiliate a person" (Citron and Franks, 2014).
However, there is no clear distinction between cy-
ber harassment and other related terms, such as
cyberbullying or cyberstalking, among researchers,
and different countries have different legal defini-
tions and regulations for cyber harassment (Mishna
et al., 2010; Dadvar and de Jong, 2012; Dewani
et al., 2023; Talpur et al., 2020).

The PECA plays a crucial role in defining cy-
bercrimes. As researchers navigate the complexi-
ties of defining hate speech, PECA offers precise
and comprehensive definitions to guide their un-
derstanding. For instance, it explicitly addresses
characteristics and incitement of violence or hatred.
Similarly, PECA’s detailed definitions for cyber ter-
rorism emphasize specific violations and intent. In
contrast, the research community’s broader defini-
tions may inadvertently include activities unrelated
to terrorism. Furthermore, PECA’s objective char-
acterization of cyber harassment focuses on public
display and transmission of harmful electronic com-
munication, while researchers’ subjective definition
spans various behaviors. These standardized defi-
nitions enhance clarity and facilitate the effective
handling of cybercrimes.

Most existing research on hate speech and cy-
berbullying detection focuses on English or other
high-resource languages, leaving a gap for low-
resource languages, including Urdu (Ullah et al.,
2023). Moreover, most existing datasets for these
tasks are either small or need proper annotation
guidelines. These challenges limit the development
and evaluation of robust and generalizable text clas-
sification models for low-resource languages. We
present a gold standard dataset CRU, to address
these challenges based on the PECA’s definitions
and categories. Our dataset is valuable for develop-
ing and benchmarking text classification models for
low-resource languages, especially for detecting
cyber terrorism, hate speech, offensive language,
and cyber harassment/cyberbullying.

4. Data Collection and Annotation
Challenges

Our dataset, sourced from Twitter, is founded on
the legislative framework established by the PECA
- Pakistan’s primary cybercrime law. To ensure
relevance to contemporary cybercrime trends in
Roman Urdu, tweets were harvested from January
1, 2017, to December 30, 2022. Leveraging the
Twitter API, we targeted tweets using predefined
keywords aligned with cybercrime classifications.
We also curated relevant tweets from the RUH-
SOLD (Rizwan et al., 2020), which served as an
additional resource, aligning with the cybercrime
categories outlined in the PECA. Specifically, we
collected tweets from RUHSOLD related to (1) Hate
Speech, (2) Cyber Harassment/Bullying, and (3)
Cyber Terrorism. Additionally, we curated a lexi-
con of offensive terms through online searches and
expert interviews, encompassing a spectrum of
abusive language, hate speech, cyber harassment,
and cyber-terrorism expressions. Using this lexicon
and a list of commonly used Roman Urdu words,
we systematically searched and collected 11, 000
tweets that met our criteria. A manual preliminary
analysis helped discover new slang, identify abu-
sive instances, and recognize frequent common
terms. We included common Roman Urdu words
to extract random inoffensive tweets and offensive
tweets that may not contain explicit, offensive words.
To address the issue of user distribution bias, as
highlighted by (Arango et al., 2019), we set a limit
of a maximum of 50 tweets per user. The following
keywords were used to collect tweets:

Cyber Terrorism: "intiqam", "tehreek",
"jala do", "fasad", "khilafat", "jihad", "faujiyat",
"dehshat-gardi", "badmashi", "ghulam", "samraj",
"gernilo", "tattoo", "lanat", "chor", "bajwa", "army",
"beghairato", "qatal","maar", "jangh", "beghairat",
"gernil", "bangal", "fouj", "jala", "pathloon",
"monkhood", "jihad", "ghaddar"



4721

Hate Speech: "shia", "sazish", "mullah", "Gha-
latfehmi", "khanzeer", "fahashi", "nafrat-angaiz
Taqreer", "yahoodi", "kafir", "shia", "yahodi",
"agent", "namak haram", "afghani", "hindu", "india",
"kaafir", "randi", "lanat", "halala", "israel"

Cyber Harassment: "ghalat fehmi", "badmashi",
"blackmail", "randi", "maa", "baap", "tere" , "tera",
"bc", "gashti", "halala", "chod", "aurat", "bhen",
"phudi", "abe", "bhenchod", "harami", "bharwe",
"saali", "tujhe", "rundi", "yaar", "hijra", "gand",
"aulad", "sale", "madarchod", "chutiye", "choot",
"gaand"

Our next task after assembling the corpus was
annotation. Accurately annotating the cybercrimes
tweet is a double-edged sword. On the one hand,
there is a thin border between the cybercrime
classes, while on the other hand, societal bias plays
a negative role in annotating such tweets. There-
fore, we need annotators who fully understand the
definitions of cybercrimes and up to high instant
are neutral (no societal or geographical bias). We
consult with personnels who have knowledge of
cybercrime law. We follow a rigorous annotation
process that involves multiple experts and quality
checks. Three expert annotators (with the knowl-
edge of PECA) manually label the tweets to create
a standard dataset for this task. To ensure the re-
liability and validity of the annotation process, we
adopted a majority voting scheme to resolve any
disagreements among the annotators.

Out of 11, 000 tweets collected from Twitter and
RUHSOLD, only 4540 received unanimous labels
from all three annotators for the same cybercrime
class. Another 2832 tweets received consistent la-
bels from two annotators, and the label from the
third annotator was disregarded. Irrelevant tweets
containing single words or phrases that did not in-
dicate any cybercrime, such as "Good Night!" or
"Feeling Happy," were discarded from our dataset.
The final dataset comprises 7372 tweets. The
dataset’s class distribution is shown in Table 1.

Label Instances
Cyber Terrorism 250
Hate Speech 474
Cyber Harassment 1105
Normal 2600
Offensive 2943
Total 7372

Table 1: Tweets count with respect to labels.

We perform various statistical analyses to ensure
the quality and visualize the main trends in CRU.
We remove punctuations from the dataset for reli-
able analysis. The vocabulary of the CRU is 26495,
however, the total tokens are 138407. This shows
that each word or term in the dataset appears on

average 5 times, indicating the frequency and rep-
etition of the text data. These numbers also reflect
the size and diversity of the text data and the im-
plications for text analysis and classification. Total
unique unigrams, bigrams, and trigrams are 26495,
110050, and 133814, respectively. These numbers
reveal the lexical and syntactic richness of the text
data and the difficulty of capturing the context and
meaning of the words. To simplify the analysis
and visualization of the text data, we removed 138
stop words from the dataset. Stop words are a
set of commonly used words in a language that
do not add much meaning to a sentence, such as
“hai" (is), “tha" (was), “es" (this), etc. By removing
these words, we can focus on the most frequent and
relevant words in each class, including the whole
dataset, and identify the key topics and themes of
the text data.

5. Experimental Design

This section outlines the experimental methodolo-
gies employed for cybercrime text classification in
Roman Urdu, utilizing four pre-trained multilingual
transformers.

The models utilized in this study are DistilBERT-
Base-Multilingual (Sanh et al., 2019), BERT-
Multilingual-Base (Devlin et al., 2019), XLM-
RoBERTa-Base (Conneau et al., 2020), and
Multilingual-MiniLM (Wang et al., 2020), all ac-
cessed through the Hugging-Face2 library. The
experiments encompass both standard fine-tuning
and prompt-based techniques, with an emphasis
on two prompt engineering methodologies: prefix
and cloze prompts.

Pre-trained Multilingual Transformers: Pre-
trained multilingual transformers are neural net-
work architectures trained on extensive text corpora
from diverse languages, employing self-supervised
learning objectives like masked language model-
ing or next-sentence prediction. These models
encode semantic and syntactic information from
multiple languages into a unified vector space, fa-
cilitating cross-lingual transfer learning and zero-
shot learning for various downstream tasks. Given
the scarcity of labeled data for low-resource lan-
guages like Roman Urdu, pre-trained multilingual
transformers offer adaptability and resilience.

Prompt Engineering Techniques Prompt engi-
neering is designing and optimizing natural lan-
guage prompts to guide pre-trained language mod-
els to perform specific tasks without extensive
fine-tuning (Liu et al., 2023). Prompt engineering
can leverage pre-trained language models’ existing

2https://huggingface.co/

https://huggingface.co/
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knowledge (Devlin et al., 2019; Gao et al., 2021)
and capabilities to achieve high performance with
few (few shot) or no labeled examples (zero-shot).
Prompt engineering can also reduce the compu-
tational cost and complexity of fine-tuning large
models.

Prefix prompts are natural language sen-
tences that precede the input text and contain
a placeholder for the desired output (Liu et al.,
2023). As depicted in Figure 1, given an input
text x = Sb Afghanio ko Pakistan sey nekalo.
(Get all Afghans out of Pakistan.), a prefix
prompt classification could be: xprompt =
[CLS] x Ye hai [MASK]! [SEP] (This is [MASK]!).
Cloze prompts are natural language sentences
that incorporate the input text and contain a
masked token representing the desired output (Liu
et al., 2023). For example, given the same input
text x = Sb Afghanio ko Pakistan sey nekalo.
(Get all Afghans out of Pakistan.), a cloze
prompt classification could be xprompt =
[CLS] x Ye [MASK] hai. [SEP] (This is [MASK]).
In the context of Roman Urdu cybercrime classi-
fication, "Ye" and "hai" are commonly used Urdu
words meaning "This" and "is," respectively. These
words are essential to our Roman Urdu (RU)
natural language prompts.

In both cases, the pre-trained language model
is expected to fill in the masked token with the cor-
rect label for the input text, such as "namak haram"
(traitor) or "achey" (good). The choice of prompt
shape, wording, and position can affect the model’s
performance and the task (Gao et al., 2021). There-
fore, we experiment with different prompt variations
and select the optimal one based on the develop-
ment set. We employ a top-5 approach for verbal-
izer selection, selecting the five most likely words
or phrases generated by the model that convey
coherent and meaningful information.

Experimental Setup To formalize our experimen-
tal setup, let L be a pre-trained language model, D
be a cybercrime text classification task in Roman
Urdu with label space Y , and xprompt be a natu-
ral language prompt for D. We aim to fine-tune or
guide L on Dtrain using xprompt and evaluate its
performance on an unseen test set Dtest.

Standard Fine-Tuning: Initially, we employ stan-
dard fine-tuning procedures to adapt four state-
of-the-art transformer models for the task of cy-
bercrime text classification in Roman Urdu. The
models utilized include BERT-base, DistilBERT-
base, MiniLM, and XLM-RoBERTa. We partition
our dataset into an 80-20 split for training and test-
ing, respectively. During fine-tuning, each model
is trained on the 80% portion of the dataset, al-
lowing the models to adjust their weights to the

specific linguistic patterns and classification tasks
presented by the Roman Urdu cybercrime texts.
The remaining 20% of the dataset serves as the
test set, used to evaluate the models’ performance
and their ability to generalize to new, unseen data.
This approach ensures that the models are not
only proficient in the language nuances but also
effective in identifying and classifying the targeted
cybercrime-related content.

Prompt-Based Fine-Tuning: In the prompt-
based fine-tuning approach, we start with 0 and
go up to 32 shots. Let K denote the number of
training examples per class, and |Y | denote the
total number of classes (|Y | = 5 in our case) in
the task. Thus, the few-shot training set Dtrain

consists of Ktot = K × |Y | examples, where
Dtrain = (x

(i)
in , y

(i))Ktot
i=1 . We also use a develop-

ment set Ddev to select the optimal model, prompt
shape, and tune hyper-parameters. The size of
Ddev set is equal to the few-shot training set, i.e.,
|Ddev| = |Dtrain| for each experiment in our case.

To construct the training and development sets
for each dataset, we randomly select K labeled ex-
amples from Dtrain for each class, resulting in a to-
tal of Y ×K labeled examples, where Y represents
the total number of classes (labels) in the dataset.
Our experiments consider K = 0, 4, 8, 16and32.
The remaining examples from D are reserved for
the test set (with no labels). To ensure fair evalu-
ation, we perform multiple rounds of testing. We
randomly select samples from the unlabeled test
set not used in each round’s training Dtrain and
development Ddev sets. This process is repeated
three times, allowing for a comprehensive evalu-
ation of the models’ performance across different
test sets. We also use this experimental setup to
assess the effectiveness of different prompt shapes
in cybercrime detection.

We explore two distinct templates for prefix
prompts: (1) x. yeh hai [MASK]! (x. This is
[MASK]!), and (2) x. Es tweet ka content hai
[MASK]. (x. This tweet’s content is [MASK].) In
this format, ′x′ represents the input text, and the
′[MASK]′ token serves as a placeholder to be filled
in by the model L. This prompts the model to com-
plete the sentence in a way that aligns with the
context of the input text. The goal is to select words
that belong to specific classes of cybercrime. We
explore two distinct templates for cloze prompts: (1)
x. Yeh [MASK] hai (x. This is [MASK]), and (2) x.
Yeh [MASK] tweet hai. (x.This is a [MASK] tweet.).
Here, ′x′ denotes the input text, and ′[MASK]′

prompts the model to provide a relevant comple-
tion, considering the input context.

Combining these prompting techniques and pre-
trained transformers allowed us to systematically
investigate and optimize cybercrime classification
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[CLS] Sb Afghanio ko Pakistan sey nekalo. Ye             hai. [SEP]

[CLS] Sb Afghanio ko Pakistan sey nekalo. Ye                    tweet hai. [SEP]

𝐿𝑎𝑏𝑒𝑙 𝑚𝑎𝑝𝑝𝑖𝑛𝑔 𝑀(𝑌)

(a) Cloze Prompt

Input Template

MLM 
head

namak haram (label: hate speech)
ghaddar           (label: hate speech)

achey              (label: normal)

bhench**d      (label:offensive )

(label:   hate speech)

(label:   harassment)

(label:       terrorism)

(label:       offensive)

(label:          normal)

[CLS] Sb Afghanio ko Pakistan sey nekalo. Ye hai                    ![SEP]

[CLS]Sb Afghanio ko Pakistan sey nekalo. Es tweet ka content hai .[SEP]

(b) Prefix Prompt

Input Template

[MASK]

namak haram (label: hate speech)
ghaddar           (label: hate speech)

achey              (label: normal)

bhench**d      (label:offensive )

(label:   hate speech)

(label:   harassment)

(label:       terrorism)

(label:       offensive)

(label:          normal)

𝐿𝑎𝑏𝑒𝑙 𝑚𝑎𝑝𝑝𝑖𝑛𝑔 𝑀(𝑌)

[MASK]

.

.

.

.

.

.

TemplateInput

[MASK] [MASK]

Input Template

MLM 
head

Figure 1: An Illustration of (a) cloze prompts and (b) prefix prompts for cybercrimes text classification in
Roman Urdu. The underlined text represents the task-specific template, designed explicitly for Roman
Urdu language contexts, while the label mapping block is to map the predicted words to class-specific
labels. Translation: [(namak haram: traitor), (ghaddar: traitor), (achey: good), (bhench**d: sisterf****r),
(Sb Afghanio ko Pakistan sey nekalo: Get all Afghans out of Pakistan), (ye [MASK] hai: this is [MASK]),
(ye ([MASK] tweet hai: this is a [MASK] tweet), (ye hai [MASK]!: this is [MASK]!), (Es tweet ka content hai
[MASK]: the content of this tweet is [MASK])"]

performance, contributing to advancing methods
for detecting cybercrimes, particularly within the
context of the Roman Urdu language (Ullah et al.,
2023). The OpenPrompt3 library has been utilized
for the comparison of these prompt shapes. Open-
Prompt is an open-source framework designed ex-
plicitly for prompt learning, providing a comprehen-
sive set of tools and resources for this approach.
Our standard fine-tuning and prompt-based fine-
tuning process utilizes a learning rate of 2e−5. The
optimization method is AdamW (an Adam optimizer
variant), and the loss function is Cross-Entropy
Loss. The number of epochs for each training is
10.

6. Result and Discussion

This section presents the results of four pre-trained
multilingual transformers and compares prefix and
cloze prompt shapes for Roman Urdu cybercrime
text classification.

In Roman Urdu cybercrime detection, we eval-
uated the performance of four pre-trained multi-
lingual transformers using various metrics. Table
6 shows the results of these PLMs on precision,
recall, macro F1-score, and accuracy. Among
the models, xlm-roberta-base achieved the high-
est score of 74%, 72%, 73% and 77% for preci-
sion, recall, macro F1-score, and accuracy, respec-
tively, followed by bert-base-multilingual-cased.
The distilbert-base-multilingual-cased performed
slightly lower than the other models, with pre-
cision at 65%, recall at 61%, F1-score at 63%,

3https://thunlp.github.io/OpenPrompt/

and accuracy at 72%. These results suggest
that xlm-roberta-base is the most effective model
for cybercrime detection in Roman Urdu, while
distilbert-base-multilingual-cased is the least effec-
tive among the models.

Model Prec. Rec. F1 Acc.
bert-base 0.73 0.69 0.71 0.76
distill-bert-base 0.65 0.61 0.63 0.72
Mini-LM 0.71 0.65 0.67 0.74
xlm-roberta 0.74 0.72 0.73 0.77

Table 2: Pretrained multilingual transformers re-
sults using standard fine-tuning.

We also compare two types of prompt engineer-
ing techniques, prefix and cloze prompts, using
xlm-roberta-base and bert-base-multilingual-cased.
We analyzed the impact of prompting techniques
on different k-shot settings, where k denotes the
number of training examples per class.

The Table3 shows the results of the prompting ex-
periments, using xlm-roberta-base and bert-base-
multilingual-cased as base models, and applying
different types of prompts and other numbers of
examples (k-shots) for each category. The table re-
ports the precision, recall, F1-score, and accuracy
of each model and prompt type for four types of
prompts: (Roman Urdu : English) (Yeh [MASK] hai
: this is [MASK]), (Yeh [MASK] tweet hai : this is a
[MASK] tweet), (Yeh hai [MASK]! : this is [MASK]!),
and (Es tweet ka content hai [MASK] : the content
of this tweet is [MASK]). This also shows the re-
sults of the zero-shot classification, which does not

https://thunlp.github.io/OpenPrompt/
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k-shots xlm-roberta bert-base
Precision Recall F1-score Accuracy Precision Recall F1-score Accuracy

(Yeh [MASK] hai)
0 0.35 0.2 0.11 0.35 0.15 0.23 0.11 0.19
4 0.29 0.36 0.24 0.29 0.28 0.35 0.25 0.29
8 0.34 0.38 0.30 0.36 0.33 0.39 0.33 0.36
16 0.38 0.47 0.35 0.39 0.36 0.47 0.37 0.41
32 0.38 0.49 0.37 0.38 0.40 0.53 0.42 0.44

(Yeh [MASK] tweet hai)
0 0.28 0.2 0.11 0.35 0.2 0.23 0.13 0.3
4 0.34 0.38 0.27 0.33 0.3 0.38 0.28 0.32
8 0.33 0.44 0.3 0.31 0.34 0.42 0.34 0.36
16 0.36 0.48 0.36 0.38 0.36 0.47 0.36 0.39
32 0.40 0.53 0.39 0.41 0.39 0.53 0.40 0.42

(Yeh hai [MASK]!)
0 0.33 0.21 0.13 0.35 0.22 0.25 0.11 0.19
4 0.32 0.43 0.3 0.33 0.29 0.38 0.26 0.29
8 0.35 0.46 0.35 0.36 0.34 0.41 0.34 0.35
16 0.38 0.49 0.37 0.40 0.39 0.48 0.40 0.43
32 0.40 0.52 0.39 0.41 0.42 0.52 0.42 0.45

(Es tweet ka content hai [MASK])
0 0.26 0.2 0.11 0.35 0.21 0.24 0.13 0.18
4 0.31 0.39 0.27 0.29 0.29 0.36 0.28 0.31
8 0.33 0.44 0.32 0.34 0.34 0.43 0.34 0.35
16 0.41 0.48 0.39 0.44 0.40 0.44 0.37 0.39
32 0.40 0.53 0.42 0.46 0.38 0.47 0.36 0.38

Table 3: Prompting Results for k-shots. The top two subsections denote results for cloze prompts, while
the bottom two subsections present the results for prefix prompts.

use any standard or prompt-based fine-tuning but
only relies on the pre-trained models to classify the
tweets.

Based on the Table3, the main findings
are: (1) xlm-roberta-base outperforms bert-base-
multilingual-cased in all settings, confirming its
dominance for this task; (2) prefix prompts per-
form better than cloze prompts, especially in low
k-shot settings, suggesting their suitability for Ro-
man Urdu classification tasks; (3) the accuracy
and the F1-score of both models and both prompt
types increase as the number of examples (k-shots)
increases; this suggests sufficient training data
coupled with an effective prompt shape can yield
highly accurate cybercrime classification results,
hence, prompting techniques are better for under-
resourced languages like Roman Urdu, and (4)
among the four types of prompts, the (Yeh hai
[MASK]! : this is [MASK]!) prompt and the (Es tweet
ka content hai [MASK] : the content of this tweet
is [MASK]) prompt achieve the better results for
both models and both prompt types, followed by
the (Yeh [MASK] tweet hai : this is a [MASK] tweet)
prompt and the (Yeh [MASK] hai : this is [MASK])

prompt, implying that the prompt shape and the
language structure influence the performance of
the models.

It is worth noting that in standard fine-tuning, we
use 80% of the data for training and 20% for testing.
In prompt-based fine-tuning, however, we use only
0, 4, 8, 16, or 32 (shots) samples from each class
for training and the rest for testing. This means
that prompt-based fine-tuning has much less data
to learn from, which could limit its ability to gener-
alize and adapt to the task. We do not claim that
our prompts are optimal, and we acknowledge that
there may be other ways to design better prompts
that could improve the accuracy. However, our
main contribution is showing that prompt-based
fine-tuning can achieve reasonable results with very
few samples, a valuable option for low-resource lan-
guages that need more labeled data.

The bert-base-multilingual-cased substantially
increases precision, recall, macro F1-score, and
accuracy from 0 to 32 shots. It achieves the highest
overall performance among the models at 32 shots.
This demonstrates the effectiveness of bert-base-
multilingual-cased for the specific task of Roman
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Urdu cybercrime detection. The prefix prompts,
which involve filling a slot at the last of the template
text, encourage the models to generate more con-
textually relevant completions, resulting in improved
classification performance. Cloze prompts, are less
effective because they provide prompt structures
that could be challenging for PLMs to predict the
specific word in RU. Based on a comparative evalu-
ation of different prompt shapes and k-shot settings
on four pre-trained language models, we conclude
that prefix prompts are suitable for the task. The
results show that prefix prompts consistently out-
perform cloze prompts in Roman Urdu classifica-
tion, regardless of the base model used. We also
claim that the prefix prompts achieve better results,
especially in low k-shot settings. However, this
comparison could be fairer and more convincing,
as the zero-shot classification is a much more com-
plex and unrealistic scenario, and the difference in
accuracy is not very significant.

The study conducted a comprehensive assess-
ment of four pre-trained multilingual transformers
for the classification of cybercrime text in Roman
Urdu. The analysis involved standard fine-tuning
with an 80-20 train-test split and prompt-based fine-
tuning across a range of shots (0, 4, 8, 16, and 32).
Model performance was evaluated using accuracy,
precision, recall, and F1-score metrics. Accord-
ing to the results presented in Table 2, the xlm-
roberta-base model achieved the highest scores
across all metrics under the standard fine-tuning
technique, indicating its effectiveness for the speci-
fied classification task. In contrast, Table 3 shows
that the BERT-base model performed best with
prompt-based fine-tuning, adapting well to different
prompt templates and shapes. The results under-
score the importance of prompt engineering for
enhancing the accuracy and efficiency of classifi-
cation models in the context of the Roman Urdu
language.

7. Conclusion and Future Work

In this paper, we develop a benchmark dataset cov-
ering diverse categories of cybercrimes in Roman
Urdu within the legal context of Pakistan. Subse-
quently, we evaluate the performance of four fine-
tuned multilingual transformers for classifying cy-
bercrime texts in Roman Urdu. Our findings reveal
that xlm-roberta-base is the proficient model for this
task. Furthermore, we compare two prompt engi-
neering techniques, prefix and cloze prompts, uti-
lizing xlm-roberta-base and bert-base-multilingual-
cased as base models. The study uncovers the
influence of these prompting techniques across
various k-shot settings, demonstrating that prefix
prompts outperform cloze prompts in Roman Urdu
cybercrime classification.

This research holds implications for cybercrime
detection and text classification, especially in low-
resource languages. It underscores the potential
of pre-trained multilingual transformers in address-
ing the challenge of cybercrime text classification
in Roman Urdu. It also highlights the effective-
ness of prompt engineering techniques in such low-
resource language scenarios. Additionally, it em-
phasizes the pivotal role of prompt shape, k-shot
settings, language models, and language structure
in influencing the approach’s performance. This
work sets the stage for future research, including
expanding it to other low-resource languages and
domains like hate speech detection and sentiment
analysis.

8. Limitations

Our work has some limitations that need attention
in future work. Our dataset is relatively small com-
pared to other datasets for text classification tasks
in other languages. Thus, the generalizability and
robustness of the approach need further investiga-
tion. Our approach relies on pre-trained multilingual
transformers that may not capture the nuances and
specificities of the Roman Urdu language and cul-
ture. This may lead to some errors or biases in our
results. Our approach assumes that the input texts
are well-formed and grammatically correct. How-
ever, this may differ for real-world data, especially
for informal texts such as tweets or comments. This
may affect the performance of our approach, as
the pre-trained multilingual transformers and the
prompt engineering techniques may not be capa-
ble of handling noisy or unstructured data. Our
approach does not incorporate domain knowledge
or external resources for cybercrime detection and
text classification in Roman Urdu. For example,
some cybercrimes may involve specific terms or
concepts that need to be better represented by
pre-trained multilingual transformers or prompt en-
gineering techniques. This may require additional
information or guidance for the models to perform
better.

9. Ethical Considerations

We acknowledge that our work has ethical impli-
cations for both the research community and soci-
ety. On the positive side, our work contributes to
developing natural language processing tools and
resources for Roman Urdu, addressing a press-
ing social problem of cybercrime detection, which
can help protect the rights and safety of millions
of people who use online platforms for communi-
cation and information. Our work can assist law
enforcement agencies, policymakers, and civil so-
ciety organizations in combating cybercrimes and
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enforcing the legal framework of Pakistan.
On the flip side, our work may also pose some

risks and challenges. Our dataset contains sensi-
tive information about real cybercrime cases, which
may expose the victims’ and perpetrators’ identities
and personal details, even though we have taken
measures to anonymize the data and remove any
identifiable information.
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