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Abstract
Document-level Event Extraction (DEE) is a vital task in NLP as it seeks to automatically recognize and
extract event information from a document. However, current approaches often overlook intricate relationships
among events and subtle correlations among arguments within a document, which can significantly impact
the effectiveness of event type recognition and the extraction of cross-sentence arguments in DEE task. This
paper proposes a novel Correlation Association Interactive Network (CAINet), comprising two key components:
event relationship graph and argument correlation graph. In particular, the event relationship graph models the
relationship among various events through structural associations among event nodes and sentence nodes,
to improve the accuracy of event recognition. On the other hand, the arguments correlation graph models
the correlations among arguments by quantifying the strength of association among arguments, to effectively
aggregate cross-sentence arguments, contributing to the overall success of DEE. Furthermore, we use the large
language model to execute DEE task experiments. Experimental results show the proposed CAINet outper-
forms existing state-of-the-art models and large language models in terms of F1-score across two benchmark datasets.
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1. Introduction

Document-level Event Extraction (DEE) aims at
the recognition of event types and their associ-
ated arguments for event roles within a document.
DEE exhibits several key characteristics:(1) Multi-
Events and Multi-Mentions: It’s common for a
document to mention multiple events, and in some
cases, a single event type can appear multiple
times. As illustrated in Figure 1, a document con-
tains instances of the Equity Pledge event and Eq-
uity Freeze event, with the Equity Pledge event
appearing twice, each with a distinct cluster of ar-
guments. (2) Scattered Arguments: In the ma-
jority of cases, the arguments for a given event
are dispersed across multiple sentences within the
document. Figure 1 highlights the arguments for
the three event mentions are distributed across two
to four different sentences.

Current methods still exhibit limitations in ad-
dressing two critical aspects of DEE: (1) Inte-
grating Event Relationships: Recent work by
(Zheng et al., 2019;Yang et al., 2021;Liang et al.,
2022) have made strides in integrating sentence-to-
entity and entity-to-entity relationships using variant
Transformer models. However, these approaches
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often overlook DEE’s multi-event and multi-mention
characteristics. For instance, in Figure 1, we can
observe that Event 1’s role Pledger, Event 2’s role
Pledger, and Event 3’s role EquityHolder is the
same entity Chengdu Maitian Investment Co. Ltd.,
highlighting the interconnectedness of three event
mentions within a document. (2) Handling Scat-
tered Arguments: Notably, (Xu et al., 2021) con-
structs a sentence-entity heterogeneous graph that
fully connects sentence nodes and argument nodes
based on entity positions, while (Wang et al., 2023)
introduces proxy nodes in heterogeneous graphs
to aggregate information from sentence and en-
tity nodes unidirectionally. Nevertheless, these
approaches still face limitations in addressing the
characteristic of scattered arguments. As depicted
in Figure 1, the arguments for Event 3 span across
four different sentences, and similar challenges
arise for Event 1 and Event 2 which have an ex-
panded contextual span, necessitating the estab-
lishment of appropriate semantic relations among
these arguments.

To address these limitations, we propose a novel
document-level event extraction approach, named
as the Correlation Association Interactive Network
(CAINet). It explores the interplay between multi-
ple events and the correlation among their respec-
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...According to the company's inquiry, Chengdu Maitian Investment Co., Ltd. pledged 6000000 shares of the company's stock to Xiangcai
Securities Co., Ltd. for the purpose of handling stock pledge repurchase transactions. These stocks were released from pledge on September 21,
2015. On September 21, 2015, Chengdu Maitian Investment Co., Ltd. pledged its 18000000 shares of the company to Gao Lan and released
the pledge on September 28,2015 On September 30, 2015, Chengdu Maitian Investment Co., Ltd. received the Litigation Preservation
Notice from the Binjiang People's Court, granting Ye Xiang Investment the freezing of 5000000 shares held from September 30, 2015 to
October 31, 2018...

Pledger: Chengdu Maitian
Investment Co., Ltd.
PledgedShares: 6000000 shares
Pledgee: Xiangcai Securities Co., Ltd
StartDate: September 21, 2015
EndDate: Null
...

EquityHolder: Chengdu Maitian
Investment Co., Ltd.
LegalInstitution: Binjiang People's
Court
FrozeShares: 5000000 shares
StartDate: September 30, 2015
...

Event 1:Equity Pledge Event 2:Equity Pledge Event 3:Equity Freeze

Pledger: Chengdu Maitian
Investment Co., Ltd.
PledgedShares: 18000000 shares
Pledgee: Gao Lan
StartDate: September 28,2015
EndDate: Null
...

Figure 1: An example of a document that contains two event types. There are three events mentiones in
the document, and the arguments of the same event are marked with the same color. We can observe
that there have a same argument in the three event mentions, it have some relationship in them, and no
sentence can contain all the arguments of the event.

tive arguments within the document simultaneously.
Specifically, in CAINet, a heterogeneous graph in-
teraction network is constructed, which comprises
event nodes, sentence nodes, and entity nodes,
and modeling their interactions through two key
sub-graphs: event relationship graph and argu-
ment correlation graph. Finally, event nodes are
used to capture global insights and determine event
types. It also aggregates information from entity
nodes to extract each argument associated with an
event record. This comprehensive model signifi-
cantly enhances document-level event extraction
by considering both event relationships and argu-
ment correlations.

In summary, our main contributions are the fol-
lowings:

• We propose a novel approach that contains
a heterogeneous graph interaction network
for document-level event extraction. Different
from existing methods, we constructs an event
sub-graph that focuses on event relationships
and dynamically updates the representation of
event nodes.

• We design a strategy to identify the correlation
among arguments, and construct an argument
correlation graph. It enhances the connection
among cross-sentence arguments, thereby im-
proving argument extraction performance.

• Our experimental results indicate that the
CAINet outperforms existing state-of-the-art
models on two challenging public datasets.
Notably, we conduct experiments using both
prompt-based and fine-tuning methods with
the large language model, and the results
show that CAINet is more effective than the

large language model for DEE task.

2. Related Work

Historically, the predominant focus in related re-
search has been on sentence-level event extrac-
tion (SEE). (Chen et al., 2015) introduced a pipeline
model, breaking event extraction into two distinct
subtasks: recognizing trigger words and extract-
ing arguments. (Nguyen et al., 2016) devised a
joint extraction model capable of simultaneously
identifying trigger words and arguments. Notably,
other approaches, such as the ones put forth by
(Liu et al., 2018; Yan et al., 2019), harnessed de-
pendency tree information for mining trigger words,
thus enabling the determination of event types
and their associated arguments. More recently,
(Li et al., 2020;Lyu et al., 2021) have explored
multi-turn Question-Answer (QA) techniques to en-
hance SEE’s effectiveness. Additionally, several
researchers (Paolini et al., 2021;Lu et al., 2021; Li
et al., 2021) have employed sequence labeling for
distinguishing event types and arguments. The ad-
vent of prompt learning has seen adopting prompt
learning methodologies, crafting various prompt
templates to harness the knowledge of pre-trained
models in SEE tasks (Lin et al., 2021; Hsu et al.,
2021; Ma et al., 2022).

However, it’s essential to note that these SEE
methods have exhibited limitations when applied to
cross-sentence event extraction, while Document-
Level Event Extraction (DEE) represents a more
prevalent requirement in real-world scenarios. Re-
cently, DEE has garnered great attention from
both academic and industrial communities. DEE
presents unique challenges, necessitating the mod-
eling of long-term dependencies across multiple
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sentences and the extraction of arguments scat-
tered throughout a document, spanning multiple
events. To tackle these challenges, researchers
have often framed DEE as a filling-table task. For
instance, (Yang et al., 2018) introduced an initial
model for critical event detection. While (Zheng
et al., 2019) devised a path extension method for
directed acyclic graphs to decode DEE, which has
since become a foundation for many subsequent
studies. (Lu et al., 2022) focused on filling inter-
mediate information for DEE by capturing event-
related clues. These approaches effectively inte-
grate sentence and entity information, yet they tend
to overlook the intricate relationships among events
within a document. To address this, (Xu et al., 2021)
introduced a heterogeneous graph to model sen-
tences and entities in documents, although there
remained limitations in capturing event dependen-
cies. (Zhu et al., 2022) devised an entity clustering
method that correlated entity groups with event
types, though it didn’t achieve the optimal experi-
mental results. Notably, (Wang et al., 2023) devel-
oped a method employing proxy nodes to aggre-
gate information from sentences and entities, opti-
mizing them using the Hausdorff minimum distance
approach. However, these methods often over-
looked the correlation among arguments, which is
a crucial aspect of DEE. Furthermore, more recent
research by (Xu et al., 2022; Hsu et al., 2023; Yang
et al., 2023) has explored the use of the abstract
meaning representation(Banarescu et al., 2013) for
document-level event argument extraction.

However, existing methods primarily follow a
pipeline-like approach to model sentences informa-
tion, they have somewhat overlooked the intricate
dependencies among events and the essential cor-
relations among arguments for DEE. Our proposed
model adopts a heterogeneous graph interaction
network approach to solves this deficiency.

3. The Proposed Method

Following previous studies (Wang et al., 2023),
we formulate a heterogeneous graph that con-
tains event nodes, sentence nodes, and entity
nodes for DEE task. Figure 2 schematically shows
our approach, which consists of three compo-
nents: (1)Document Representation and Entity
Extraction: Representing documents as dense
vectors and extracting all entities from the docu-
ment. (2)Sub-Graph Construction and Hetero-
geneous Graph Fusion: Defining two types of
sub-graphs to effectively capture the interdepen-
dence among events and the correlation among ar-
guments. (3)Event Record Generation: Employ-
ing the event nodes to determine the type of event,
filling the entities to their corresponding event roles
subsequently, and generating final event records.

3.1. Document Representation and Entity
Extraction

Given a document D, CAINet extracts all entities
from the document, which is treated as a sequence
labeling problem. It means that a sequence la-
beling model is designed to assign a B(Begin),
I(Inside), O(Other) label to each token in the docu-
ment.

We employ BERT (Devlin et al., 2019) to en-
code each document, which is represented as
Ds = {Seni}Ns

i=1, where Seni denotes the vector
representation of the i-th sentence, Ns is the num-
ber of sentences. Then Ds serves as the input of
the linear classifier used to derive the document’s
tag sequence S. This enables us to generate the
entity collection for the document {ei}Ne

i=1, where ei
is the vector representation of the i-th entity, and Ne

is the total number of entities. During the training,
our objective is to minimize the following losses:

Lner = −
Ns∑

i=1

ŷilog(D̂i) (1)

Where D̂i is the i-th label sequence of document,
ŷi is the i-th gold standard tag sequence.

3.2. Sub-Graph Construction and
Heterogeneous Graph Fuse

Event Relationship Graph (ERG): In DEE, a doc-
ument often contains multiple events. Recognizing
the interplay and dependence among these events
can significantly enhance event extraction. Thus,
we construct the Event Relationship Graph (ERG)
Gevent = (Ve, Ee), where Ve represents the nodes
of the ERG and Ee represents the edges of the
ERG.

For node set Ve, our graph comprises primar-
ily event nodes and sentence nodes. We enhance
contextual information exchange by feeding the sen-
tence vector {Seni}Ns

i=1 into a Transformer model.
Consequently, we acquire the sentence vector rep-
resentation {Si}Ns

i=1, which serves as the foundation
for initializing the sentence node representation.
We define n event nodes, where n is a fixed hyper-
parameter. These event nodes are initialized with
random values to encode their node embeddings
{hi}ni=1, where hi is the vector representation of the
i-th event node, with each event node capable of
representing an actual event mention or an empty
event.

For edge Ee, we establish unidirectional connec-
tions between all sentence nodes s and each event
node h as {Si −→ hj , i ∈ (0, Ns), j ∈ (0, n)},
with each event node serving as an ag-
gregator of document information. Subse-
quently, we establish bidirectional connections
{hi ⇀↽ hj , i ∈ (0, n), j ∈ (0, n)} among all event
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Prediction Event 2

Event Type: Equity Freeze
Pledger: Maitian Investment Co.
PledgedShares: 18000000 shares
Pledgee: Gao Lan.
StartDate: September 21, 2015
...
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...According to the company's inquiry, on September 4, 2014, Chengdu Maitian Investment Co., Ltd. pledged 6000000 shares of the company's stock to Xiangcai Securities
Co., Ltd. for the purpose of handling stock pledge repurchase transactions. These stocks were released from pledge on September 21, 2015. On September 21, 2015, Chengdu
Maitian Investment Co., Ltd. pledged its 18000000 shares of the company to Gao Lan and released the pledge on September 28
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Figure 2: Overall architecture of our proposed CAINet model.

nodes h, facilitating comprehensive information
exchange among them. This ERG proves to
be an effective means of modeling the intricate
relationships between events within the document.

Arguments Correlation Graph (ACG): Argu-
ments in documents are frequently dispersed
across multiple sentences, making it essential to
model the interconnections between them. In
this study, we construct the Argument Correlation
Graph (ACG) Gargument = (Va, Ea), where Va de-
notes the nodes of arguments, and Ea represents
the connections between these arguments.

For node set Va, our graph predominantly com-
prises entity nodes. We adopt {ei}Ne

i=1 to establish
the initial representation for each entity node, where
ei denotes the representation of the i-th entity node.

For edge Ea, we extensive data analysis con-
ducted for DEE task has revealed a discernible cor-
relation among arguments within the same event.
Following this insight, we assess the potential cor-
relations between all entity pairs in the document,
and establish bidirectional connections among rele-
vant entities. More specifically, we devise a method
to discern these argument correlations.

To handle entities dispersed across different sen-
tences, we concatenate all entity vector represen-
tations, and input them into a Transformer model
to enhance the holistic contextual awareness, as
illustrated below:

ê = Transformer(concat({ei}Ne

i=1)) (2)

Once we have acquired entity representations, we
apply a dot-scaled similarity function to estimate
their semantic correlation matrix as follows:

ẽi = êi ×Wi + bi (3)

ẽj = êj ×Wj + bj (4)
Ai,j = sigmoid(ẽi

�ẽj/
√
dh) (5)

Where Wi,Wj ,bi,bj is trainable parameter, Ai,j rep-
resents the correlation strength of the entity pair
of the i-th entity and the j-th entity,

√
dh is nodes

hidden representation.
We set a predetermined threshold γ to determine

the existence of correlations between each pair of
entities. If the strength of correlation between entity
pairs exceeds this threshold γ, we establish bidi-
rectional connections between them in the form of
{ei ⇀↽ ej , (i, j) ∈ {i, j;Ai,j ≥ γ}}, thereby enabling
information exchange among all correlated entities
within the ACG. This approach effectively captures
and models the correlations among entities.

Graph Fuse: We posit that when two en-
tities stem from the same sentence, a corre-
lation invariably exists, which aligns with the
inherent logic of natural language. Conse-
quently, we design the inner-sen argument edges,
which bidirectional connections entities originat-
ing from the same sentence, represented as
{ei ⇀↽ ej , (ei, ej) ∈ Sk, k ∈ (0, Ns)} to bolster the
relationships among intra-sentence entities.

Once the sub-graphs have been constructed, the
next step involves fusing these two sub-graphs into
a unified heterogeneous graph. To achieve this,
we establish unidirectional connections from all
entity nodes e to each event node h, symbolized
as {ei −→ hj , i ∈ (0, Ne), j ∈ (0, n)}, thereby cap-
turing the dependencies among events and the cor-
relations among arguments within the framework
of a heterogeneous graph.

When it comes to the design of heterogeneous
graph convolution techniques, each node en-
hances its embedding by aggregating information
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from its neighboring nodes. In this study, we adopt
a Graph Neural Network with Feature-wise Linear
Modulation (Brockschmidt and Marc, 2020) for up-
dating nodes. This approach introduces a hypernet-
work, enabling each node to autonomously engage
a polymerization function with distinct parameters.

We adopt the formula below to update each node,
and the nodes updated through GNN-Film are rep-
resented as follows:

v = GNN − Film(ν, ε) (6)

Where ν is the updated representation of the
node.

3.3. Event Records Generation
Event Type Prediction: Utilizing event nodes, the
event type is predicted which is present in a docu-
ment. Our approach involves connecting all event
nodes and inputting them into a Transformer model
to facilitate comprehensive information exchange
among the event nodes, ultimately enabling us to
classify the event type for each node:

peventi = softmax(MLP (vhi )) (7)

Here, peventi represents the probability distribution
of the event type for the i-th event node. An empty
event type is included in the event type table, sig-
nifying that the event node doesn’t correspond to
any actual event type. The event type for the event
node i is determined as follows:

ci = argmax(peventi ) (8)

Event Argument Prediction: Since the same
entity can have multiple mentions within a docu-
ment, variations may exist in the vector represen-
tation of the same entity across different events.
To address this, we utilize event nodes to apply a
diversity-enhancing aggregation process to each
entity. We use a Multi-Head Attention mechanism
to integrate event node information into the entity
representations:

�
e i,k= MultiAttention(vhi , ek, ek) (9)

Where vhi is representation of the i-th event node,
ek is representation of the k-th entity node. �

e i,k

is polymerize representation of entity ek regarding
event node hi. The role probability distribution of
entity ek regarding event hi is given as follows:

prolei,k = softmax(MLP (vhi ;
�
e i,k)) (10)

Where [;] is the concatenation operation. The role
type set encompasses all the roles associated with
the event type ci , including an empty role to indicate
that the entity does not assume any role within the

event type ci. The role type corresponding to the
entity ek is determined as follows:

ai,k = argmax(prolei,k ) (11)

Finally, each event mention consists of an event
type ci and a set of arguments {ai,k}. If multiple
entities are classified into the same role in an event,
we retain the entity with the highest probability as
the argument for that particular role.

3.4. The Model Optimization based on
Hausdorff Minimum

Inspired by (Wang et al., 2023), our optimization
approach is set-based and employs the Hausdorff
minimum distance (Schutze et al., 2012). Specifi-
cally, let the set of all predicted event sets in a doc-
ument be Uz, the set of all ground-truth events be
Uy, the event subset ui = (ci, ai) represents the i-th
predicted event tuple, where ci is event type, and ai
is the set of arguments. Furthermore, uj = (cj , aj)
represents the j-th ground-truth event set in the doc-
ument. The distance d(ui, uj) between the event
set ui and the event set uj is defined as follows:

d(ui, uj) = σ(ci, cj) +
1

|aj |
|aj |∑

k=1

σ(ai,k, aj,k) (12)

Where σ represents cross-entropy loss.
Our objective is to minimize the value of

D(Uz, Uy),which is obtained through the following
optimization formula:

D(Uz, Uy) =
∑

ui∈Uz

min
uj∈Uy

d(ui, uj) (13)

Where D(Uz, Uy) represents the distance between
the predicted event set Uz and ground-truth event
set Uy.

The final loss of the model is given by the follow-
ing:

Lall = D(Uz, Uy) + Lner (14)

4. Experiments

4.1. Dataset
We use two benchmark datasets to evaluate our
model’s performance, namely, ChFinAnn(Zheng
et al., 2019) and DuEE-Fin(Han et al., 2022) (1)Ch-
FinAnn is the largest and most authoritative dataset
for document-level event extraction tasks. Compris-
ing 32,040 financial documents, it encompasses
five distinct types of events. Notably, it features a
distribution where 71% the documents pertain to
single-event scenarios, while the remaining 29%
involve multiple events. Additionally, a substantia
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98% of the arguments are dispersed across multi-
ple sentences. (2)DuEE-Fin the latest dataset for
document-level event extraction. It includes 11,900
financial documents and encompasses 13 differ-
ent event types. Similar to ChFinAnn, it exhibits a
mixture of document types, with 67% being single-
event documents and 33% representing scenarios
with multiple events. Due to the absence of ground-
truth annotations in the test documents, we extract
a subset of 1,000 documents from the training data
to serve as the test set for our experiments.

4.2. Experimental Setup and Evaluation
Metrics

Experimental Setup: We employ the MacBert as a
word vector embedding, with a hidden size of 512.
We utilize 2-layer heterogeneous graph convolu-
tion method to update the node representations.
The threshold for argument correlation is set to
0.5. We employ Adam optimizer(Kingma and Bac,
2015) and a learning rate 1e-4 for 100 epochs on
an NVIDIA RTX A6000 GPU.

Evaluation Metrics: We follow the standard
evaluation criteria (Zheng et al., 2019). Specifically,
for each predicted event record, our approach se-
lects the golden event record by matching it with the
same event type and the closest argument. Sub-
sequently, we gauge the alignment between their
respective argument records to compute the final
F1-score.

4.3. Baselines
We have chosen eight highly representative
baseline models for comprehensive comparison:
(1)DCFEE(Yang et al., 2018) extracts arguments
from a central sentence within the document. It
encompasses two variants DCFEE-O only ex-
tracts a single event mention, and DCFEE-M
extracts multiple event mentions concurrently.
(2)Doc2EDAG(Zheng et al., 2019) utilizes a path
extension strategy to extract multiple events and
their corresponding arguments.(3)Greedy-Dec is a
variant of Doc2EDAG, employing a greedy strategy
to populate the event table. (4)DEPPN(Yang et al.,
2021) employs multiple Transformer frameworks to
aggregate relationships among event types, roles,
and arguments. (5) GIT(Xu et al., 2021) is the first
to adopt a graph model, which connects sentence
nodes and entity nodes in the token order of the doc-
ument. (6)PTPCG(Zhu et al., 2022) aggregates ar-
guments in the form of cliques and extracts events
based on these argument cliques. (7)ReDEE(Liang
et al., 2022) introduces a multi-scale relationship
enhancement converter built on the Transformer
framework. (8)ProCNet(Wang et al., 2023) incor-
porates proxy nodes to aggregate both sentence
and argument information into these nodes using a

graph model. The model is further optimized using
the Hausdorff minimum distance method.

4.4. Overall Results
Table 1 shows the results of all models on ChFi-
nAnn and DuEE-Fin datasets. The results clearly
demonstrate that CAINet attains the highest F1-
score on both datasets, affirming its universality and
effectiveness. In comparison to the latest model,
ProCNet, we still achieve improvements of 0.9%
and 0.4%, respectively. Additionally, we segment
the test dataset into two subsets: the single event
dataset (S) and the multi-events dataset (M). It’s ev-
ident that all models perform better on single-event
scenarios compared to multi-event ones, under-
scoring the challenge posed by multi-event DEE
tasks. CAINet is specifically designed to capture de-
pendencies among multiple events and correlations
between arguments, which is crucial in address-
ing multi-event DEE scenarios. This ability is the
key reason why CAINet manages to enhance the
F1-score for multi-event extraction in both datasets.
Moreover, on ChFinAnn, where ample training data
is available, CAINet significantly improves the F1-
score for multi-event extraction.

To delve deeper into the models’ performance
across various event types, we use a more robust
ChFinAnn dataset and conduct a comprehensive
analysis of results across all event types. The out-
comes of each model for the five event types are
presented in Table 2. Notably, CAINet outperforms
others in EF, EU, and EP event types. For ER,
CAINet closely rivals the performance of ProCNet.
However, CAINet’s performance in the EO event
type is not as remarkable. In EO events, the doc-
uments tend to be longer than the dataset’s aver-
age document length. Compared to other mod-
els, CAINet places less emphasis on modeling
sentence relationships. Consequently, GIT and
ReDEE outperform CAINet when dealing with doc-
uments significantly longer than the dataset’s av-
erage length. Nevertheless, it’s important to note
that this emphasis on sentence relationships can
cause these models to be less effective in captur-
ing event relationships and argument correlations,
which are crucial for the overall performance of
event extraction tasks.

4.5. Ablation Experiment
To verify the efficacy of the module, we design three
ablation experiments. The -ACG experiment re-
moves the Arguments Correlation Graph. The -EG
experiment removes the Event Relationship Graph
and relies on a type classifier to determine event
types based solely on sentence node information.
Finally, the -Inner experiment eliminates edges that
connect entities within the same sentence. The
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Model ChFinAnn DuEE-Fin
P R F1 F1(S.) F1(M.) P R F1 F1(S.) F1(M.)

DCFEE-O 68.0 63.3 65.6 69.9 50.3 59.8 55.5 57.6 62.7 53.3
DCFEE-M 63.0 64.6 63.8 65.5 50.5 50.2 55.5 52.7 57.1 49.5

Doc2EDAG 82.7 75.2 78.8 83.9 67.3 67.1 60.1 63.4 69.1 58.7
Greedy-Dec 82.5 53.7 65.1 80.2 36.9 66.0 50.6 57.3 67.8 47.4

DEPPN 83.7 76.4 79.9 85.9 68.4 69.0 33.5 45.1 54.2 21.8
GIT* 83.6 76.9 80.1 87.5 72.1 69.8 65.9 67.8 73.7 63.8

PTPCG* 83.2 74.9 78.8 87.4 71.3 71.0 61.7 66.0 72.6 64.1
ReDEE* 83.9 79.9 81.9 88.7 74.1 77.0 72.0 74.4 78.9 70.6

ProCNet* 84.4 80.9 82.7 89.5 75.3 78.6 72.6 75.5 79.9 72.0
CAINet(Our) 84.3 82.9 83.6 89.8 76.5 79.1 72.9 75.8 80.3 72.2

Table 1: Results of all Models on ChFinAnn and DuEE-Fin, *represent we reproduce the results using
their open-source codes

Model EF ER EU EO EP
DCFEE-O 51.1 83.1 45.3 46.6 63.9
DCFEE-M 45.6 80.8 44.2 44.9 62.9

Doc2EDAG 70.2 87.3 71.8 75.0 77.3
Greedy-Dec 58.9 78.9 51.2 51.3 62.1

DEPPN 73.5 87.4 74.4 75.8 78.4
GIT 73.4 90.8 74.2 76.3 77.6

PTPCG 71.1 92.0 68.0 71.4 75.8
ReDEE 74.1 90.7 75.3 78.1 80.1

ProCNet 75.6 93.8 75.8 71.9 81.4
CAINet(Our) 76.0 93.6 77.2 72.9 81.7

Table 2: Results of each Model on the Five Event
Types in ChFinAnn

ChFinAnn DuEE-Fin
P R F1 P R F1

All 84.3 82.9 83.6 79.1 72.9 75.8
-ACG 84.0 82.2 83.1 78.6 72.1 75.2
-EG 82.1 80.9 81.5 77.6 70.5 73.8

-Inner 85.2 81.2 83.3 78.8 72.4 75.4

Table 3: The Impact of Remove each Module on
the Results of CAINet

results are presented in Table 3. It is evident that
the F1-score for the -ACG and -Inner configurations
decreases by 0.5% and 0.3%, as well as 0.4% and
0.2%, on the ChFinAnn and DuEE-Fin datasets, re-
spectively. Notably, the reduction in performance is
more pronounced for the -ACG configuration com-
pared to -Inner, underscoring the significance of
addressing the challenge posed by arguments scat-
tered across multiple sentences in DEE. Further-
more, the results reveal that the F1-score for the
-EG configuration decreased by 2.1% on ChFinAnn
and 1.8% on DuEE-Fin. This suggests that employ-
ing event nodes proves to be more effective than
directly relying on sentence information to deter-

On September 28, 2015, Hubei Huachangda Intelligent Equipment Co., Ltd. received a
notice from Mr. Yan Hua, the controlling shareholder of the company, to release and re
pledge some of the company's shares held by him. The specific situation is as follows:
On July 22, 2015, Mr. Yan Hua pledged his 26000000 shares of the company to
CITIC Securities Co., Ltd....Mr. Yan Hua holds 218831158 shares of the company,
accounting for 40.15% of the total share capital of the company. After the release of the
pledge, his pledged shares are 164580000 shares, accounting for 75.21% of the total
shares he holds and 30.2% of the total share capital of the company.

Event type: EquityPledge
Pledger: Yan Hua PledgedShares: 26000000 shares
Pledgee: CITIC Securities Co., Ltd TotalHoldingRatio:
40.15% TotalPledgedShares: 164580000 shares
StartDate: July 22, 2015 EndDate: Null ReleasedDate:
September 28, 2015

Event type: EquityPledge
Pledger: Yan Hua PledgedShares: Null Pledgee:
26000000 shares of the company to CITIC Securities
Co., TotalHoldingRatio: Null TotalPledgedShares:
Null StartDate: Null EndDate: Null
ReleasedDate: On September 28, 2015

Event type: EquityPledge
Pledger: Yan Hua PledgedShares: 269999999999
shares Pledgee: CITIC Securities Co., Ltd
TotalHoldingRatio: Null TotalPledgedShares: 164573266
shares StartDate: July 22, 2018 EndDate: Null
ReleasedDate: September 28, 2015

Golden
Argument

Event type: EquityPledge
Pledger: Yan Hua PledgedShares: 26000000 shares
Pledgee: CITIC Securities Co., Ltd
TotalHoldingRatio: Null TotalPledgedShares: Null
StartDate: July 22, 2015 EndDate: Null
ReleasedDate: Null

Event type: EquityPledge
Pledger: Yan Hua PledgedShares: 26000000 shares
Pledgee: CITIC Securities Co., Ltd TotalHoldingRatio:
40.15% TotalPledgedShares: Null StartDate: July 22,
2015 EndDate: Null ReleasedDate: September 28,
2015

ChatGPT

ChatGLM

CAINet

ProCNet

Figure 3: Performance comparison of across four
models with a concrete example. Both CAINet and
ProCNet outperform the large language model. Par-
ticularly, CAINet demonstrates the most impressive
performance, excelling notably in cross-sentence
argument recognition.

mine event types. The rationale behind this is that
each event node encapsulates all the document
information and only necessitates consideration of
a single event type, substantially reducing the risk
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of error propagation.

4.6. Event Extraction and Large
Language Models

Since the advent of generative large language mod-
els, such as ChatGPT, the landscape of NLP re-
search has significantly evolved, and posing new
challenges. The existing large language models
are mainly divided into general-purpose LLM and
open-source LLM. In this paper, we primarily utilize
ChatGPT and ChatGLM to investigate the capabili-
ties of these large language models in DEE task.
We have designed different methods to complete
DEE tasks based on their differences in charac-
teristics. (1) ChatGPT: It is a commonly general-
purpose LLM, we adopt a prompt method, devise
effective prompts for ChatGPT to complete the DEE
task. (2) ChatGLM: It is a commonly open-source
LLM. For the ChatGLM, we aim to further inspire po-
tential of large language models by fine-tuning the
ChatGLM model using ChFinAnn’s training dataset.

P R F1
ChatGPT 37.3 34.2 35.7
ChatGLM 74.2 71.9 73.0

CAINet 84.3 82.9 83.6

Table 4: The Results of Two Large Language Mod-
els on DEE

The results presented in Table 4 clearly demon-
strate that CAINet outperforms both ChatGPT and
ChatGLM. Notably, the results from ChatGPT are
substantially lower than those of ChatGLM, show-
ing a notable 38.3% performance gap. This sug-
gests that prompts alone may not be sufficient to
fully harness the knowledge and capabilities of
large language models. In comparison to Chat-
GLM, CAINet achieves a remarkable 10.6% im-
provement in F1-score. Even though ChatGLM
has been trained on an extensive corpus and has
acquired a wide range of linguistic knowledge, its
ability to handle complex tasks appears to be some-
what limited.

4.7. Case Study
We conduct a case study to further validate the
effectiveness of CAINet, as presented in Figure
3, where we analyze the characteristics of Chat-
GPT, ChatGLM, ProCNet, and CAINet. The re-
sults reveal that ChatGPT struggles to effectively
recognize the majority of arguments, with many
of its outputs being either ’NULL’ or lengthy, con-
tinuous fragments. In contrast, ChatGLM demon-
strates sensitivity to textual arguments, success-
fully extracting arguments for most textual cate-
gories, but struggles with the recognition of numer-

ical arguments. This limitation is attributed to its
auto-regressive generation nature, which makes it
less adept at handling numerical arguments. This,
in turn, suggests that extractive methods tend to be
more effective than generative ones in the context
of DEE tasks. Both ProCNet and CAINet exhibit
relatively stable results. CAINet, in comparison
to ProCNet, excels in extracting cross-sentence
arguments, a feature attributed to the argument
correlation graph in CAINet, which facilitates inter-
action with global arguments through correlation.
Nevertheless, both models encounter challenges in
modeling long-distance dependencies, underscor-
ing the intricate nature of DEE tasks.

4.8. Impact of the Number of Events
Nodes

Figure 4: The impact of different numbers of event
nodes on experimental results

This section delves into the impact of the number
of event nodes on overall performance. We conduct
experiments with varying numbers of event nodes
and the results in terms of F1-score are depicted in
Figure 4. Note Full Connect denotes bidirectional
connections between all event nodes, while Se-
quential Connect signifies that each event node
is only bidirectionally connected to one other event
node. The insights derived from Figure 4 reveal
the following observations:

(1)The Full Connect configuration yields optimal
results with 8 event nodes, while the Sequential
Connect setup performs best with 24 event nodes.
Beyond these optimal numbers, the F1-scores start
to decline, highlighting that an excessive number of
event nodes may lead to misidentification of event
types, whereas too few event nodes might result
in some events being overlooked within the docu-
ment.

(2)The Full Connect, in comparison to Se-
quential Connect, achieves optimal results with a
smaller number of event nodes. This underscores
the presence of inherent relationships among all
events within a document. Additionally, Full Con-
nect can expedite the training process, further en-
hancing its practicality.
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5. Conclusion

In this paper, we propose a novel model that adeptly
integrates event dependencies and argument cor-
relations. Our proposed method utilizes graph
models to comprehensively represent events, sen-
tences, and entities, establishing the Event Rela-
tionship Graph and Argument Correlation Graph.
These structures are further optimized using the
Hausdorff minimum distance method. The experi-
mental results show the superior performance of
our proposed method, surpassing both the state-
of-the-art model and the capabilities of ChatGPT
and ChatGLM.

6. Limitations

In our work, it’s important to acknowledge that
our current model relies on a random initialization
method to define event node representations. Yet,
an intriguing challenge remains in achieving inde-
pendence among different event representations.
Additionally, an area warranting further exploration
is the explicit modeling of sentence interrelations.
Our future research endeavors will be directed to-
ward advancing our understanding of these rela-
tionships among sentences, as this represents a
significant avenue for improvement.
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