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Abstract

Continuous Relation Extraction (CRE) aims to incrementally learn relation knowledge from a non-stationary stream
of data. Since the introduction of new relational tasks can overshadow previously learned information, catastrophic
forgetting becomes a significant challenge in this domain. Current replay-based training paradigms prioritize all
data uniformly and train memory samples through multiple rounds, which would result in overfitting old tasks and
pronounced bias towards new tasks because of the imbalances of the replay set. To handle the problem, we
introduce the DecouPled CRE (DP-CRE) framework that decouples the process of prior information preservation
and new knowledge acquisition. This framework examines alterations in the embedding space as new relation
classes emerge, distinctly managing the preservation and acquisition of knowledge. Extensive experiments show
that DP-CRE significantly outperforms other CRE baselines across two datasets. The code and data are publicly
accessible via https://github.com/kg4sci/DP-CRE.
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1. Introduction

Relation extraction seeks to discern patterns
of relationships between entities within textual
data (Zhou et al., 2020). A significant challenge
in deploying this technique arises when new doc-
uments continuously emerge, introducing both
novel entity types and relation categories. A tradi-
tional approach involves retraining the model from
scratch whenever new data or relations appear,
but persistently storing and retraining on every new
sample becomes impractical due to constraints in
storage and computational resources. An alterna-
tive method is to incrementally train the model us-
ing these new samples. Yet, this approach can
lead the model to experience catastrophic forget-
ting and struggle with potential newly introduced
relation classes. Additionally, the domain shift be-
tween successive batches of training data can re-
sult in a pronounced bias towards recent tasks.

Continual relation extraction (CRE) (Wang et al.,
2019) has been developed to address these chal-
lenges, which can be viewed as two tasks: Task
I) Prior Information Preservation and Task II) New
Knowledge Acquisition. One prevailing approach
is memory-based continual learning, tailored to the
intricacies of Neural Language Processing (NLP)
tasks that necessitate only modest storage for data
samples, which is designed to counteract biases
by training the model on a combination of prior re-
lation memory samples and new relation samples.
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Figure 1: The balance essence of continual rela-
tion extraction. Replaying is the period that model
parameters compete between learning new data
and preserving prior task knowledge.

These memory samples, though limited in num-
ber, are meticulously chosen to encapsulate the
essence of the original training set. To enhance
the efficacy of these memory samples, given their
smaller volume compared to the original training
set, researchers have proposed additional training
strategies on them (Zhao et al., 2022, 2023). This
amplifies their impact on the learning process. Fur-
thermore, legacy information from prior tasks isn’t
discarded but preserved in older model versions,
be it through the model’s sample embedding (Cui
et al., 2021) or its parameters (Xia et al., 2023).

The knowledge from previous tasks is encapsu-
lated within the existing model and memory sam-
ples, while the insights from new tasks emerge
from their respective training. Historically, re-

https://github.com/kg4sci/DP-CRE
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search has intertwined these two tasks during the
memory replay learning phase. However, as the
training progresses through multiple rounds, the
representativeness of these memory samples di-
minishes due to the looming threat of overfitting.
In each CRE iteration, they’re treated equivalently
to new samples. This equal treatment can be prob-
lematic, as memory samples, having been exten-
sively trained already, might suffer from informa-
tion dilution. In addition, the intricacies of one task
can inadvertently influence the other. As illustrated
in figure1, before the initial learning of a new task,
historical tasks remain in an optimal state since
they remain unaffected by new data types. Yet,
during the replay phase, even if the detrimental
effects of the new task’s initial learning on histor-
ical tasks diminish, the theoretical optimum for the
training set doesn’t necessarily translate to the test
set, given the imbalances in the replay set.

To address the aforementioned issues, we intro-
duce the DecouPled Continual Relation Extraction
framework (DP-CRE). This framework empha-
sizes treating memory samples and new samples
as separate entities. We aim to cluster similar
new task samples within the feature space, ensur-
ing clear differentiation between relation labels via
decoupled contrastive learning. Concurrently, we
aspire to preserve the structure between memory
samples and keep them distributed evenly to main-
tain representativeness throughout the training tra-
jectory.

In summary, our contributions can be listed as
follows:

(1) Balancing CRE with Multi-task Learning: By
categorizing CRE into Prior Information Preserva-
tion and New Knowledge Acquisition, DP-CRE can
facilitate a more targeted approach to each task,
eliminating the complexities that arise from their
conflation. We explore the multi-task learning task
and update the model to achieve better perfor-
mance for both tasks simultaneously.

(2) Decoupling to Mitigate Overfitting: To ad-
dress the overfitting issue stemming from repeti-
tive training on memory samples, we adopt a de-
coupled processing approach for old and new sam-
ples. We also introduce a method to conserve the
memory structural information by restricting the
change amount of embedding to ensure represen-
tativeness.

(3) Empirical Validation of DP-CRE: We conduct
extensive experiments to show the superiority of
the proposed method. The experimental results
demonstrate that our model achieves state-of-the-
art accuracy compared with existing works.

2. Related Work

Continual Learning can be divided into three
main categories. (1) Regularization-based
method (Li and Hoiem, 2017; Kirkpatrick et al.,
2017; Yang et al., 2023) introduces regularization
terms in training loss to avoid overfitting and
excessive adjustment of the model parameters.
(2) Architecture-based method (Fernando et al.,
2017; Mallya and Lazebnik, 2018; Yang et al.,
2019) adapts the model architecture dynamically
to learn new tasks without forgetting previous
tasks. (3) Memory-based method (Rebuffi et al.,
2017; Lopez-Paz and Ranzato, 2017) stores
representative old task data and preserves old
task knowledge by replaying stored samples or
generating data through generative methods.

The memory-based method is widely used in
current Continual Relation Extraction work and
shows better performance than the other two cat-
egories. The quintessential memory-based CRE
methodology, as outlined in (Han et al., 2020),
segments CRE into four distinct phases: I) Initial
Learning; II) Selection of Representative Samples;
III) Memory Replay Learning; and IV) Joint Pre-
diction. Besides, numerous studies have sought
to refine and enhance this foundational approach.
For instance, research focused on phase I empha-
sizes the comprehensive acquisition of new task
knowledge (Wang et al., 2022b; Xia et al., 2023),
while investigations centered on phase III aim to
optimize the memory replay process to mitigate for-
getting (Wu et al., 2021; Cui et al., 2021; Hu et al.,
2022; Zhao et al., 2022; Zhang et al., 2022; Zhao
et al., 2023). However, these methods train mem-
ory samples and new task samples with the same
status, which would bring model bias. (Wang
et al., 2022a) attempts to balance tasks simply
by reducing the number of new samples, which
causes the disadvantage of losing the opportunity
to compare old samples with most new samples.
Contrastive Learning is a method of self-
supervised learning to increase the distinguisha-
bility of different classes of samples in the fea-
ture space. In the CRE task, (Zhao et al., 2022)
uses contrastive learning on the distribution of pro-
totypes. (Hu et al., 2022) adds a contrastive net-
work to guide the embedding at the memory re-
playing stage by rewarding the closeness of pro-
totypes and their positive memory samples. How-
ever, the excessive replay-learning process may
cause a disuniform distribution of memory sam-
ples, so that the calculated prototypes could not ac-
curately represent the relation. (Zhao et al., 2023)
utilizes the previous model and limits the memory
samples to the same location in the feature space
to ensure new relations do not impact how prior
relations are embedded. The approach can en-
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hance the consistency of the model’s performance,
but may also limit the ability to learn new relations.
When the model is restricted to a particular set of
positions in the memory space, it may not be able
to generalize its learning to new patterns.

3. Task Formulation

In continual relation extraction, there are succes-
sive tasks (T 1, T 2, ..., T k) with each task T i con-
taining triplets as (Ri, Di, Qi). Here, Ri represents
the set of new relations, and Di and Qi represent
the training and testing sets, respectively. An in-
stance (xi, yi) in Di ∪ Qi is a sentence xi and
its corresponding relation yi. The first occurrence
of the training data Di containing new relations
happens only during the training phase of task T i.
During the testing phase of task T i, all previous
testing sets (Q1, Q2, ..., Qi) are required. In the
subsequent training process, samples in the mem-
ory will be replayed to alleviate catastrophic forget-
ting. After training, only limited data is saved in
M = M1 ∪M2 ∪ ...∪M i due to memory limitation.

4. DecouPled Framework

4.1. Model Design
The model consists of a shared embedding layer
and two separate classifier layers. The shared
embedding layer E includes BERT (Kenton and
Toutanova, 2019) embedding network and a sim-
ple FNN network to encode sentences into feature
space. For a sentence xi in Dk with relation label
yi = r ∈ Rk of T k, the embedding layer encoder
xi into a high-dimensional vector zi.

zi =E(xi) (1)

Classifier layers C include a classification head
and a contrastive head. Through the classification
head, zi is embedded to f(zi):

f(zi) = W1(zi) + b1, (2)

where W1 and b1 are trainable parameters to
extract sample classification features with cross-
entropy loss Lce:

Lce =
∑
i∈Dk

−1

|Dk|
∑
r∈Rk

δyi=lr

× log
exp(f(zi), lr)∑

r∈Rk exp(f(zi), lr)
,

(3)

where δyi=lj = 1 when lr is real relation label of
sentence xi, otherwise δyi=lj = 0.

Through the contrastive head ,zi is embedded
to h(zi):

h(zi) = W3(ReLU(W2(zi) + b2)) + b3, (4)

where W2,W3 and b2, b3 are trainable parameters
for dimension reduction. We train the model with
Supervised Contrastive Loss (Khosla et al., 2020).
For each anchor sample, randomly select one pos-
itive sample within the same category and nega-
tive samples from different categories in the same
batch to calculate LSupCon:

LSupCon =
∑
i∈Dk

−1

|Dk|
∑
j∈Dk

δyi=yj

× log
exp (h(zi) · h(zj)/τ)∑

j∈Dk
exp (h(zi) · h(zj)/τ)

,

(5)

where τ is the temperature coefficient.

Algorithm 1 Train DP-CRE for the T k

Input: Ek−1,Ck−1,(Rk, Dk),M ,
Output: Ek , Ck,M ,Pr

1: Ek ⇐ Ek−1, Ck ⇐ Ck−1

2: for i = 1 → epoch1 do
3: Calculate Lce, LSupCon with Dk

4: Linitial ⇐ Lce + LSupCon

5: Update Ek, Ck with ∇Linitial

6: end for
7: for i = 1 → epoch2 do
8: Calculate Lce, LDPCon with Dk,M
9: Llearn ⇐ Lce + LDPCon

10: Calculate LCA with M,Ek−1, Ck−1

11: Lkeep ⇐ kλ × LCA

12: Calculate θl,θk of Ek, Ck with
∇Llearn,∇Lkeep

13: if θTl θk ≥ θTl θl then
14: γ ⇐ 1
15: else if θTl θk ≥ θTk θk then
16: γ ⇐ 0
17: else
18: γ ⇐ (θk−θl)

T θk

∥θl−θk∥2
2

19: end if
20: Lreplay ⇐ γ × Llearn + (1− γ)× Lkeep

21: Update Ek, Ck with ∇Lreplay

22: end for
23: for r ∈ |Rk| do
24: Select Mr and get Cr with K-means on Dk

25: wr,i ⇐ |Cr,i|∑|Mr|
i |Cr,i|

26: M ⇐ M ∪Mr

27: end for
28: for r ∈ |M | do
29: Pr =

∑
i∈|Mr| wr,i · zi,r)

30: end for
31: return Encoderk, Classifierk,M, Pr

4.2. Initial Learning

DP-CRE replicates the prior model Ek−1 and Ck−1

before new task T k arrives to control the direction
of model training.
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Figure 2: DecouPled Framework of DP-CRE for Tk. Green cubes represent prior tasks and yellow cubes
represent new tasks. (a) Initial Learning is the routine training on new samples. (b) Replay Learning
balances New Knowledge Acquisition and Prior Information Preservation using DecouPled Contrastive
Learning and Change Amount Limitation.

When new task Tk arrived, we fine-
tune the model using new task data
Dk =

{(
xDk

1 , yD
k

1

)
, ...,

(
xDk

N , yD
k

N

)}
with the

sole purpose of new knowledge acquisition, as
illustrated in figure 2(a). If we focus too much on
retaining prior task information at the beginning,
the model’s capacity to learn new relations Rk

would be hindered. Cross-entropy loss Lce and
contrastive learning loss Lcon are employed con-
currently to decrease the distance among similar
relation samples in the embedding space.

Linitial = Lce + LSupCon (6)

A certain amount of initial learning is necessary
and can improve the model’s overall accuracy be-
cause the model has already reached the opti-
mal parameters wk−1. Initial learning prompts the
model to jump out of wk−1 and search the opti-
mal parameters of the joint task in a larger space,
rather than falling into the local optimum point of
previous tasks.

4.3. Replay Learning

As shown in 2(b), all prior memory samples M and
new relations training sets Dk are mixed in the
replay learning process. At this stage, DP-CRE
regards CRE as the combination of New Knowl-
edge Acquisition and Prior Information Preser-
vation. We minimize the distance between Dk

through decoupled contrastive learning and main-
tain the consistency of M by restricting the embed-
ding change amount to accomplish the purpose of
memory structure preservation.

4.3.1. New Knowledge Acquisition:
Decoupled Contrastive Learning

Similar to initial learning, the first task for replay
learning is to acquire new knowledge from Dk.
We still use the separate classifier layers model
and entropy loss Lce, but only new task sam-
ples to calculate LSupCon, which is decoupled con-
trastive learning of DP-CRE. Memory samples are
selected to represent all prior samples, and the em-
bedding of unselected samples is positioned be-
tween them. If LSupCon is still applied to memory
samples, excessive training can lead to informa-
tion loss and overfitting. The decoupled LDPCon

would not reward the reduction of distance be-
tween memory samples:

Lce =
∑

i∈Dk∪M

−1

|Dk ∪M |
∑

r∈Rk∪R

δyi=lr

× log
exp(f(zi,r), lr)∑

r∈Rk∪R exp(f(zi,r), lr)
,

LDPCon =
∑
i∈Dk

−1

|Dk|
∑
j∈Dk

δyi=yj

× log
exp (h(zi,r) · h(zj,r)/τ)∑

j∈Dk∪M exp (h(zi,r) · h(zj,r)/τ)
,

Llearn = Lce + LDPCon,

(7)

where τ is the temperature coefficient and only
new relation samples were calculated in numera-
tor of contrastive loss.

After splitting the new task sample separately,
decoupled contrastive learning reduces the dis-
tance between new task samples, and memory
samples only serve as negative anchors to obtain
more accurate and reliable outcomes. As a result,
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(a) Untrained Samples in
Feature Space

(b) Contrastive Learning to
All Data

(c) Retaining Old Samples
Unchanged

(d) Decoupling Old and
New Samples

Figure 3: (a) In the feature space, blue penta-
grams indicate old samples while yellow circles
represent new ones. (b) Applying contrastive
learning to all data would destroy the memory
structure information. (c)Retaining old samples
unchanged would limit the classification ability of
the model. (d) Our approach is to decouple old
and new samples so that the structure informa-
tion is preserved by obtaining a better classifica-
tion boundary.
this part is a separate new knowledge acquisition
task.

4.3.2. Prior Information Preservation:
Change Amount Limitation

To ensure the model’s ability to maintain prior re-
lations, DP-CRE proposes another separate prior
information preservation task that restricts the em-
bedding of old samples. When replay training the
model, we use the saved model Ek−1 and Ck−1 to
guide the process. Previous approaches have con-
trolled memory samples by maintaining the same
embedding, but this may restrict the ability to learn
new information, as shown in figure 6. Addition-
ally, it is important to consider the memory struc-
ture information between chosen memory sam-
ples, which are uniformly distributed in prior well-
trained model to ensure their representativeness.

During the replay learning process, DP-CRE
puts a limit on the amount of change in similar
memory samples between the preserved and the
current models. As memory samples with the
same label are usually close in the prior model,
the change amount limitation, denoted as LCA,
ensures that related samples remain close in the
new model with the same distance, preserving the

structure information between them to maintain
consistency:

LCA =
∑

i,j∈M

1

|M |
δyi=yj

× ∥
(
hk(zi,r)− hk−1(zk−1

i,r )
)
−(

hk(zj,r)− hk−1(zk−1
j,r )

)
∥2,

(8)

where zk−1, hk−1 is previous embedding layer and
classifier layer of Ek−1 and Ck−1.

Change Amount Limitation is a task that involves
memory samples for prior information preserva-
tion. In this way, DP-CRE decouples CRE into two
separate parts: new and old relations, and allows
us to control the proportion between them. We em-
ploy an extra module that takes inspiration from
multi-task learning to learn the balance point be-
tween these two parts.

4.3.3. Multi-task Balance

The replay loss is split into two components: Llearn

to learn new tasks from Dk, and LCA to retain
learned tasks from Ek−1, Ck−1 and M . The bal-
ance of the model in both the old and new tasks
is determined by the inclination toward these two
losses. DP-CRE treats it as a multi-task learn-
ing work. Following (Sener and Koltun, 2018),
we calculate the balance parameter γ to reach a
Pareto Optimality. Additionally, the balance ratio
of two tasks is related to the learned relation num-
ber since the percentage of keeping prior knowl-
edge in the model grows as the number of learned
relations increases:

Lkeep = kλ × LCA

γ =


1, θTl θk ≥ θTl θl
0, θTl θk ≥ θTk θk
(θk−θl)

T θk
∥θl−θk∥2

2
, otherwise

Lreplay = γ × Llearn + (1− γ)× Lkeep,

(9)

where k is the task round in the the experimental
setup, λ is a hyper-parameter, and θl,θk is the gra-
dients of loss Llearn and Lkeep.

4.4. Weighted Prototype and
Double-NCM Prediction

We employ the K-Means algorithm to cluster the
embedding of training data for each relation. Then,
typical samples Mr which are closest to the clus-
ter centers for r ∈ Rk are selected with the clus-
ter number depending on the available memory
space.

To avoid catastrophic forgetting, these selected
samples are retained as memory samples Mr →
M and replayed during the training of new tasks.
We perform typical sample selection after the



5343

memory replay learning to make full use of all data
in each training period. To calculate the prototypes
more accurately, the proportion of each cluster to
all samples is recorded as the weight of the mem-
orized sample wr,i:

wr,i =
|Cr,i|∑|Mr|

i |Cr,i|
, (10)

where |Mr| is the memory samples number of
relation r in Rk, and |Cr,i| is the amount of cluster.

For each current task relation label r, we calcu-
late memory prototype Pr after selecting represen-
tative memory samples.

Pr =
∑
i∈Mr

wr,i · zi,r, (11)

where zi,r is the embedding of sample xi in
memory set Mr with relation label yi = r ∈ Rk.

To represent relations, we use the weighted av-
erage embedding of memorized samples as the re-
lation prototypes. When presented with a test sam-
ple x, the nearest class mean (NCM) (Mai et al.,
2021) algorithm calculates the distances between
the embedding of x and all prototypes and then
predicts x to the label of the nearest prototype. Ad-
ditionally, we improve the prediction accuracy by
utilizing memory samples.

y∗ = arg min
r=1,...,k

(
∥zi − Pr + min

j∈Mr

(∥zi − zj,r∥)∥
)
,

(12)
where zi, zi,r is the embedding of sample xi in test-
ing set Tk or memory set M with yi = r and y∗ is
the predicted label.

5. Experiments

5.1. Experimental Settings

5.1.1. Datasets

FewRel (Han et al., 2018) is a few-shot learning
relation extraction dataset with 100 relations and
700 instances for each relation. For CRE research,
all prior works use 80 relations and divide them into
10 subgroups to replicate 10 distinct tasks.

TACRED (Zhang et al., 2017) is a news network
and online documents relation extraction dataset
with 42 relations and 106264 samples. Follow-
ing previous research, we remove no relation label
and limit the maximum of 320 train samples and 40
test samples for each relation in our experiments.
Relations are also divided into 10 distinct portions
and are learned by the model continuously.

After Tk is completed, the memory space could
include 10 samples for each relation as memory
samples.

5.1.2. Evaluation Metric

To measure the model effectiveness on all testing
sets, we use Accuracy (%) as the metric. Since
the task sequence would affect the midway results
of CRE, we construct 5 different task sequences,
and the experiment on all open source baselines is
under the same task sequence as(Cui et al., 2021;
Zhao et al., 2022; Wang et al., 2022b; Zhao et al.,
2023) for a fair comparison. Finally, the average
results of 5 sequences are taken to compare all
models.

5.1.3. Baselines

We evaluate our model with the following base-
lines: (1) EA-EMR (Wang et al., 2019): uses an
explicit embedding alignment model by regulariza-
tion term through model variation. (2) EMAR (Han
et al., 2020): retains memory samples and intro-
duces reconsolidation mechanism for continual re-
lation extraction. (3) CML (Wu et al., 2021): pro-
poses a curriculum-meta learning method, that
aims to apart the difficulty of learning different sam-
ples. (4) RP-CRE (Cui et al., 2021): adds atten-
tion module to refine sample embedding with pro-
totypes during the replay learning period. (5) CR-
ECL (Hu et al., 2022): trains samples with the clos-
est prototypes additionally by margin loss while re-
playing. (6) ACA (Wang et al., 2022b) increases
adversarial class augmentation mechanism during
initial training artificially to enhance the robustness
of the system. (7) CRL (Zhao et al., 2022) utilizes
contrastive learning and knowledge distillation to
alleviate catastrophic forgetting. (8) CEAR (Zhao
et al., 2023) combines cross-entropy loss and con-
trastive loss, uses data augmentation, and focus-
loss on memorized samples.

5.2. Main Results
Table 1 shows the performances of DP-CRE and
all other baselines. Our DP-CRE outperforms pre-
vious CRE work, improving 0.7/1.4 accuracy at T10

on FewRel and TACRED datasets. The TACRED
dataset poses a significant challenge for CRE work
due to the class imbalance and the smaller num-
ber of training samples available for each relation.
Despite these difficulties, our model has managed
to make further improvements on this challenging
task. This is a testament to the effectiveness of
our approach and its ability to handle complex and
nuanced relations between entities. It is worth not-
ing that our work has revealed a more significant
enhancement in the later CRE tasks, upon more
in-depth analysis. We think as the task rounds
increase, the feature space becomes denser and
the number of new and prior tasks becomes more
imbalanced, DP-CRE can accumulate advantages
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FewRel
Model T1 T2 T3 T4 T5 T6 T7 T8 T9 T10

EA-EMR (Wang et al., 2019) 89.0 69.0 59.1 54.2 47.8 46.1 43.1 40.7 38.6 35.2
EMAR(BERT) (Han et al., 2020) 98.2 94.8 92.6 91.1 89.7 87.9 87.1 86.0 84.7 83.3
CML (Wu et al., 2021) 91.2 74.8 68.2 58.2 53.7 50.4 47.8 44.4 43.1 39.7
RP-CRE (Cui et al., 2021) 98.1 94.8 92.6 91.1 89.7 87.9 87.1 86.0 84.7 83.3
CR-ECL (Hu et al., 2022) 97.8 94.9 92.7 90.9 89.4 87.5 85.7 84.6 83.6 82.7
ACA (Wang et al., 2022b) 98.4 95.1 93.0 91.5 90.5 88.9 87.9 86.7 85.8 84.4
CRL (Zhao et al., 2022) 98.0 94.3 92.4 90.5 89.5 87.8 87.0 85.6 84.3 83.0
CEAR (Zhao et al., 2023) 98.3 95.6 93.5 92.0 90.8 89.3 88.0 86.8 85.6 84.0
Ours 98.5 95.4 93.7 92.1 90.9 89.4 88.5 87.4 86.3 85.1

TACRED
Model T1 T2 T3 T4 T5 T6 T7 T8 T9 T10

EA-EMR (Wang et al., 2019) 47.5 40.1 38.3 29.9 24.0 27.3 26.9 25.8 22.9 19.8
EMAR(BERT) (Han et al., 2020) 98.0 93.0 89.7 84.7 82.7 81.5 79.0 77.5 77.6 77.1
CML (Wu et al., 2021) 57.2 51.4 41.3 39.3 35.9 28.9 27.3 26.9 24.8 23.4
RP-CRE (Cui et al., 2021) 96.6 91.4 88.8 84.8 82.8 81.0 77.9 77.4 76.5 75.7
CR-ECL (Hu et al., 2022) 97.3 92.5 88.2 85.6 83.7 83.3 81.8 80.1 77.7 76.8
ACA (Wang et al., 2022b) 98.2 93.8 89.9 85.9 84.2 82.7 80.5 78.4 78.6 77.5
CRL (Zhao et al., 2022) 98.0 93.9 90.8 86.0 84.9 82.9 80.1 79.2 79.4 78.5
CEAR (Zhao et al., 2023) 97.9 93.7 90.7 86.6 84.7 84.3 81.9 80.4 80.2 79.3
Ours 97.8 93.8 91.5 87.5 85.7 84.2 82.9 81.3 81.5 80.7

Table 1: Comparison of accuracy (%) results after learning each task. All models are tested under the
same sequences, and relations are equally divided into ten different task sets. The top-performing results
are highlighted in bold, and the second-best results are underlined.

FewRel TACRED
Intact Model 85.1 80.7
w/o IN 83.7 75.4
w/o DP 84.4 80.2
w/o CA 84.7 79.2
w/o BA 84.9 80.1
w/o D-NCM 84.4 79.7

Table 2: Final T10 accuracy(%) results of ablation
experiment. We remove initial learning(IN) at the
initial learning step, decoupled contrastive learn-
ing(DP), change amount limitation(CA), and multi-
task balance(BA) at the replay learning step, and
double-NCM prediction(D-NCM) for prediction.
because of more accurate training in each round.
Our technique for controlling changes and balanc-
ing tasks can improve the scalability and stability
of the model.

FewRel
Memory Size 5 10 15

ACA (Wang et al., 2022b) 82.8 84.4 85.1
CRL (Zhao et al., 2022) 80.3 83.0 84.0
CEAR (Zhao et al., 2023) 82.6 84.0 84.9
Ours 83.4 85.1 86.1

TACRED
Memory Size 5 10 15

ACA (Wang et al., 2022b) 76.2 77.5 78.7
CRL (Zhao et al., 2022) 75.0 78.5 79.7
CEAR (Zhao et al., 2023) 76.7 79.3 80.4
Ours 77.3 80.7 81.3

Table 3: We compare the final accuracy (%) after
T10 training when changing the memory size with
several strong models.

5.3. Ablation Study
This part aims to test the effectiveness of individ-
ual modules of the DP-CRE framework. The re-

(a) FewRel Ablation Results

(b) TACRED Ablation Results
Figure 4: All ablation study results. We calculate
∆ accuracy (%) between all ablation settings and
intact models as table 2 for each round.
sults are presented in figure 4. In ”w/o IN”, we re-
moved the initial learning step. In ”w/o DP”, we
replaced decoupled contrastive learning (LDPCon)
with supervised contrastive learning (LSupCon). In
”w/o CA” and ”w/o BA”, we removed the change
amount limitation that restricts memory sample
embedding, and the module used to calculate the
balance coefficient between new and old tasks by
setting the balance coefficients γ = 0.5. In the ”w/o
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FewRel
Model Task T2 T3 T4 T5 T6 T7 T8 T9 T10

ACA old 1.50 2.50 2.86 3.29 3.85 4.35 5.09 5.09 5.48
new 1.33 2.03 3.06 3.13 4.69 4.06 5.31 6.34 5.53

CEAR old 1.41 2.08 2.64 3.11 3.49 4.23 4.70 5.48 6.16
new 1.08 1.80 2.16 2.81 3.66 3.41 4.94 5.59 5.13

Ours old 1.22 1.67 2.29 2.91 3.27 3.73 3.52 4.48 4.70
new 0.96 1.63 2.26 2.91 3.42 3.09 4.78 5.34 4.59

TACRED
Model Task T2 T3 T4 T5 T6 T7 T8 T9 T10

ACA old 1.83 2.92 3.15 3.39 3.96 4.43 4.89 5.13 5.47
new 1.30 2.33 3.05 3.10 4.75 4.18 5.28 5.85 5.85

CEAR old 1.33 2.15 2.71 3.21 3.58 4.30 4.58 5.43 5.98
new 0.90 2.00 2.18 2.78 3.73 3.25 5.13 5.05 5.45

Ours old 1.08 1.99 2.54 3.04 3.42 3.82 4.35 4.61 4.78
new 1.07 1.80 2.08 2.95 3.73 3.13 4.90 5.00 5.10

Table 4: The average∆F1(%) between old and new tasks. In each row of a model, the top line represents
∆F1 of the old tasks and the bottom line represents the new tasks.
D-NCE” experiment, we used average prototypes
to predict the test samples. Our research demon-
strates the efficiency and necessity of our model
by showing how each component contributes to
its improvement. Additionally, from table 2, we ob-
served that the CA-Limit module displayed more
improvements on the TACRED dataset. We think
it is primarily because TACRED consists of a larger
number of conflicting relation types, making CA-
Limit more significant in handling frequent embed-
ding changes.

5.4. Influence of Memory Size
In this experiment, we change the memory size
to verify the universality of model lifting. All other
settings are the same as experiment 5.2 except
memory space size is set to 5 or 15 for each re-
lation. The final accuracy after T10 is presented in
table 3. It is observed that the accuracy of the ex-
perimental results increased as the memory size
increased due to the additional memory samples
providing more information from old tasks during
replay learning. We compare our model with sev-
eral strong baselines and find that our method of
fully utilizing memory samples results in the best
outcome of the CRE task. The improvement is
more significant when more memory samples are
saved, due to our replay strategy focusing on the
change amount for each memory sample individu-
ally.

5.5. Task Balance Experiment
To validate the effectiveness of our balancing strat-
egy, we conduct a task balance experiment and
compare DP-CRE with two strong baselines. Ta-
ble 4 shows the average predictive accuracy of
new and old tasks calculated separately in the
same round. There are two main reasons for the
decrease in the F1 value. The first reason is the
confusion caused by additional new relation labels.

The second reason is the catastrophic forgetting
caused by CRE. For example, from the perspec-
tive of a relation, the F1 value of the P137operator
relation decreases by the same amount as the reg-
ular all-data-available RE task results. However,
P937work location experiences a sudden drop that
only appears in the CRE experiment, which means
catastrophic forgetting. To assess the impact of
the CRE task, we use the F1 difference ∆F1 of
the CRE model and the regular RE model. Our
approach effectively improves the performance of
the old and new tasks and achieves the best perfor-
mance on all old tasks. Perhaps in some rounds,
DP-CRE does not achieve optimal results on the
new task experiment. We think it is to prevent any
over-bias towards either side in case of conflicts,
thereby ensuring a balanced model.

6. Conclusion

This paper proposes a DP-CRE framework to bal-
ance prior information preservation and new knowl-
edge acquisition. During the training process, we
monitor the changes in model embedding and con-
trol the model with a change amount to main-
tain the structural information of memory samples.
The experimental results demonstrate that DP-
CRE can significantly enhance the performance
of state-of-the-art CRE models. Our model also
has two limitations. Firstly, compared with the in-
variant embedding model, this model has advan-
tages when the embedding space is fuller, which
means we can conduct deep research on embed-
ding changes. Secondly, although we view CRE
as multi-task learning, the processing in this paper
is a general continual learning strategy. We leave
it as further work that integrates with the specifics
of RE tasks.
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Figure 5: Total training time(s) of DP-CRE and
Regular RE. Regular RE is trained using the entire
data with the same model architecture.

FewRel TACRED
Baseline 84.0 78.7
+ DP 84.4 79.3
+ CA 84.3 80.2
+ D-NCM 84.4 80.0
Intact Model 85.1 80.7

Table 5: Final T10 accuracy(%) results. We com-
pare a baseline model with each module added
individually, including decoupled contrastive
learning(DP), change amount limitation(CA), and
double-NCM prediction(D-NCM) for prediction.

A. Additional Ablation

To more clearly demonstrate the contribution of
each module in the ablation study and avoid doubt
about better performance in the baseline model,
we conduct additional ablation experiments indi-
vidually for each module in table 5. The baseline
model includes no additional modules. Since Multi-
task balance(BA) is the balance of two modules, it
cannot be added separately. The experimental re-
sults provide more evidence of the effectiveness of
the DP-CRE modules.
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Figure 6: Accuracy (%) when training the same
model architecture with the entire data.

B. Training Time

We additionally conducted training time experi-
ments to verify the advantages of continual learn-
ing compared with the regular approach. We
find that DP-CRE could reduce the training time
and lower the cost of model training significantly,
for example, the training time could reduce from
1145.33s/452.26s to 286.31s/137.01s on FewRel
and TACRED datasets at T10, with a minor reduc-
tion in accuracy from 89.7/84.8 to 85.1/80.1 com-
pared to regular RE training. Figure 5 shows the
whole experiment results. In figure 6, we attach
the accuracy of Regular RE in the table for a clear
illustration.

C. Memory Size

This part is the complete result of the influence of
memory size. All memory size experiment results
are shown in figure 7. Every graph includes 3 lines
of memory size = 5, 10, 15 of one model in one
dataset. It is evident that the accuracy rises when
increasing memory size and declines when adding
training rounds across all models and datasets.
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(a) FewRel: ACA (Wang et al., 2022b) (b) TACRED: ACA (Wang et al., 2022b)

(c) FewRel: CRL (Zhao et al., 2022) (d) TACRED: CRL (Zhao et al., 2022)

(e) FewRel: CEAR (Zhao et al., 2023) (f) TACRED: CEAR (Zhao et al., 2023)

(g) FewRel: DP-CRE (h) TACRED: DP-CRE

Figure 7: The complete memory experiment result. We experimented with several recent models. Each
graph includes ten tasks with accuracy(%) for the same model when changing memory space size.
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