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Abstract

Open Domain Multi-Hop Question Answering (ODMHQA) plays a crucial role in Natural Language Processing (NLP)
by aiming to answer complex questions through multi-step reasoning over retrieved information from external knowl-
edge sources. Recently, Large Language Models (LLMs) have demonstrated remarkable performance in solving
ODMHQA owing to their capabilities including planning, reasoning, and utilizing tools. However, LLMs may generate
off-topic answers when attempting to solve ODMHQA, namely the generated answers are irrelevant to the original
questions. This issue of off-topic answers accounts for approximately one-third of incorrect answers, yet remains
underexplored despite its significance. To alleviate this issue, we propose the Discriminate→Re-Compose→Re-
Solve→Re-Decompose (Dr3) mechanism. Specifically, the Discriminator leverages the intrinsic capabilities of LLMs
to judge whether the generated answers are off-topic. In cases where an off-topic answer is detected, the Corrector
performs step-wise revisions along the reversed reasoning chain (Re-Compose→Re-Solve→Re-Decompose) until
the final answer becomes on-topic. Experimental results on the HotpotQA and 2WikiMultiHopQA datasets demon-
strate that our Dr3 mechanism considerably reduces the occurrence of off-topic answers in ODMHQA by nearly
13%, improving the performance in Exact Match (EM) by nearly 3% compared to the baseline method without the
Dr3 mechanism1.
Keywords: large language models, open domain multi-hop question answering, off-topic answers, prompting

1. Introduction

Open Domain Multi-Hop Question Answering
(ODMHQA) is one of the most challenging tasks in
Natural Language Processing (NLP) (Mavi et al.,
2022). Unlike Reading Comprehension (RC)
tasks that provide paired contexts (Rajpurkar et al.,
2016), ODMHQA operates in an open-domain set-
ting thereby requiring models to retrieve contexts
from external knowledge sources like Wikipedia
(Feldman and El-Yaniv, 2019). Unlike single-hop
QA where answers can be derived from a sin-
gle source, ODMHQA exhibits greater complexity
as final answers require reasoning over multiple
sources in a multi-hop fashion (Zhu et al., 2021).
Therefore, ODMHQA is more realistic than basic
QA as it involves multi-hop reasoning over the re-
trieved contexts in an open-domain setting.
Nowadays, Large Language Models (LLMs)

have become a de facto choice for solving
ODMHQA (Wei et al., 2022; Press et al., 2022;
Wang et al., 2023b). Among recent works, Yao
et al. (2022) proposed the ReAct paradigm in
which LLMs are prompted to solve complex prob-
lems, inspiring a series of subsequent studies
(Hao et al., 2023; Hsieh et al., 2023; Ruan et al.,
2023). ReAct prompts LLMs to generate both rea-

†Corresponding Author
1 Our code and data will be available at https://

github.com/Gy915/Dr3.

soning traces and actions to interact with the exter-
nal world in an interleaved manner, outperforming
vanilla acting models (Nakano et al., 2021) while
being competitive with pure reasoning approaches
(Wei et al., 2022).
However, LLMs encounter the issue of gener-

ating off-topic answers when solving ODMHQA.
Specifically, an off-topic answer refers to when the
generated answer is irrelevant to the original ques-
tion. For example, the answer “Barack Obama” is
an off-topic answer to the question “In which year
was David Beckham’s wife born?”, where an on-
topic answer should be a year rather than a name
(more examples can be found in Table 1). The
process of solving ODMHQA intrinsically involves
steps of problem reasoning, task planning, and
tool utilization. During these steps, the genera-
tion and accumulation of irrelevant information due
to inherent hallucinations of LLMs (Zhang et al.,
2023; Bang et al., 2023) can result in off-topic an-
swers. In fact, the analysis presented in Section
2.2 reveals that approximately 1/3 of the incorrect
answers are identified as off-topic answers, but
this issue has not been sufficiently explored so far.
In this paper, to reduce the occurrence of off-

topic answers, we propose the Discriminate→
Re-Compose→Re-Solve→Re-Decompose (Dr3)
mechanism that performs post-hoc judgment
and subsequently corrects the reasoning chain
through backtracking. Specifically, the Discrimi-

https://github.com/Gy915/Dr3
https://github.com/Gy915/Dr3
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No. Question Gold Answer Pred Answer Correct On-Topic

1 Who is older Danny Green or James Worthy? James Worthy James Worthy 4 4

2 “Tunak” is a pop love song by an artist born in which year? 1997 1967 8 4

3 Which film was released more recently, The Secret Life Of The Secret Life Of Pets 2 Lover 3 8 8Pets 2 or Love Me Deadly?

4 What languages did the son of Sacagawea speak? French and English Edinburgh 8 8

Table 1: Examples of off-topic answers. In the 1st example, the predicted answer is both correct and
on-topic. In the 2nd example, the answer is incorrect but still on-topic. In the 3rd and 4th examples, the
answers are not only incorrect but also off-topic.

nator leverages the intrinsic capabilities of LLMs
to determine whether the generated answer is off-
topic relative to the original question. In cases
where an off-topic answer is detected, the Cor-
rector backtracks and revises the reasoning chain
(Re-Compose→Re-Solve→Re-Decompose).
Experimental results on the HotpotQA and

2WikiMultiHopQA datasets demonstrate that our
Dr3 mechanism considerably improves the per-
formance of LLMs on ODMHQA. Additionally, we
conduct dedicated studies to i) investigate the ca-
pability of the Discriminator in capturing off-topic
answers and its impact on the consequent cor-
rectness of ODMHQA, ii) examine the impacts of
three individual components of the Corrector (Re-
Compose, Re-Solve, and Re-Decompose) on re-
ducing off-topic answers, iii) explore the effect of
sub-question numbers on off-topic answers, and
iv) investigate the issue of off-topic answers across
different types of questions.

To sum up, our contribution is threefold:

1. To the best of our knowledge, we are the first
to point out and analyze the issue of off-topic an-
swers in solving ODMHQA using LLMs.
2. We propose the Dr3 mechanism to reduce
the occurrence of off-topic answers in solving
ODMHQA using LLMs, which contains a Discrim-
inator to detect off-topic answers by LLMs and a
Corrector to heuristically correct the off-topic an-
swers.
3. We conduct extensive experiments on the Hot-
potQA and 2WikiMultiHopQA datasets to demon-
strate the effectiveness of our Dr3 mechanism.
The results show that Dr3 reduces the occurrence
of off-topic answers by nearly 13%, while improv-
ing the question answering performance by nearly
3% in Exact Match (EM) compared to ReAct.

2. Preliminary

In this section, we begin by introducing the ReAct
approach, which serves as the basic framework for
solving ODMHQA using LLMs. Because the rea-
soning and planning steps are intertwined within

the thought component of vanilla ReAct, which
hinders identifying and fixing potential issues for
ODMHQA, we modify ReAct to establish an equiv-
alent variant called ReAct+ (marginally outperform-
ing the unmodified version), where we explicitly
decouple the sub-questions within the reasoning
chain for ODMHQA. Subsequently, we elaborate
on the issue of off-topic answers that arise when
solving ODMHQA using ReAct+. Furthermore, we
provide statistics on the error types associated
with off-topic answers, offering insights that inspire
our proposed method in the next section.

2.1. ReAct(+)

Vanilla ReAct. To solve ODMHQA using LLMs,
Yao et al. (2022) proposed ReAct that uses in-
terleaved steps of reasoning and acting. Specif-
ically, ReAct verbally maintains high-level plans
for acting (reason to act), while interacting with
external environments such as Wikipedia to incor-
porate additional information into reasoning (act
to reason). Formally, ReAct interacts with the
environment in N steps before concluding the fi-
nal answer. At step i, based on the previous
step’s observation, oi−1 ∈ O (where O is the
set of all possible observations from the envi-
ronment), ReAct develops a thought, τi ∈ T
(where T is the set of all possible LLM-generated
thoughts), by reasoning over the available informa-
tion, and planning the next step hence deliver an
action, ai ∈ A (where A is the set of optional ac-
tions like search[query] to retrieve passages or
finish[answer] to conclude the question), lead-
ing to a new observation, oi ∈ O, from the en-
vironment. Specifically, the action is selected by
ReAct’s policy, π : Hi → ai, where the context
Hi ≡ (o0, τ1, a1, o1, . . . , τi−1, ai−1, oi−1, τi) repre-
sents the interaction history between ReAct and
the environment.
Modified ReAct. It is noteworthy that Re-

Act’s reasoning and planning steps are inter-
twined within its thought component, denoted as
τi at step i. This entanglement presents chal-
lenges in identifying potential issues when solving
ODMHQA, which hinders further optimization. Ac-
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Figure 1: ReAct+: An equivalent variant of Re-
Act for open domain multi-hop question answering,
where the sub-questions are explicitly decoupled.

cordingly, we develop ReAct+ (shown in Figure
1), an equivalent variant of ReAct better suited
for multi-hop reasoning chains in ODMHQA. Re-
Act+ decomposes a complex question into a set
of clear-cut Sub-Questions, inspired by Press
et al. (2022). In ReAct+, the Sub-Question at
step i is denoted by Si ≡ (ti, ai, oi, ci), where
ti signifies the planned task, ai represents the
selected action, oi represents the observation
from the environment, and ci symbolizes the in-
termediate conclusion. As Figure 1 illustrates,
ReAct’s τi corresponds to ReAct+’s (ci−1, ti) for
intermediate Sub-Questions. Regarding the
first and last Sub-Questions, τ1 corresponds to
(D, t1) while τN+1 corresponds to (cN , C), where
D denotes Decomposition and C represents
Composition. By implementing these modifica-
tions, we observe that ReAct+ marginally outper-
forms ReAct on ODMHQA (see Section 5.1), indi-
cating that decomposing a complex question into
Sub-Questions does not impair performance,
aligning with the findings of Mishra et al. (2022).

2.2. Prevalence of Off-Topic Answers

We observe that LLMs encounter the problem of
generating off-topic answers when attempting to
solve ODMHQA. To elaborate, off-topic answers
refer to cases where the generated answers are
not relevant to the original questions, which is sim-
ilar to the concepts of off-topic responses in dia-
logue systems (Malinin et al., 2016) and off-topic
essays in high-stakes tests (Louis and Higgins,
2010). Notably, off-topic answers are necessar-
ily incorrect answers. We show two cases of off-
topic answers in the 3rd and 4th examples in Ta-
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Figure 2: Statistics on off-topic and incorrect an-
swers in ODMHQA with LLMs. We evaluated 100
randomly sampled cases for each combination of
different datasets, LLMs, prompts, and methods.

ble 1. In the 3rd example, on-topic answers should
be either “The Secret Life of Pets 2” or “Love Me
Deadly”, as indicated in the original question. How-
ever, the generated answer “Lover 3” does not
match either of these expected on-topic answers.
In the 4th example, an on-topic answer should
specify the language(s), while the generated an-
swer “Edinburgh” is a city name instead of specify-
ing a language.
To determine the significance of the off-topic

issue, we randomly sample 500 cases from the
HotpotQA (Yang et al., 2018) and 2WikiMulti-
HopQA (Ho et al., 2020) datasets and manually
label whether the LLM-generated answers are off-
topic. As shown in Figure 2, off-topic answers
are a prevalent issue observed across different
datasets, LLMs, prompts, and methods. We no-
tice that approximately 1/3 of the incorrect an-
swers are identified as off-topic answers, which
directly impairs the user experience of employing
LLMs for solving ODMHQA.

2.3. Cause Analysis on Off-Topic Answers

To further investigate the issue of off-topic an-
swers, we analyze 112 off-topic answers out of
500 cases randomly sampled from the HotpotQA
dataset (Yang et al., 2018) using ReAct+. We thor-
oughly review the full solving history and then lo-
cate and classify the causes behind these off-topic
answers. For these off-topic cases, the distribution
of causes identified through this analysis is shown
in Figure 3. Here are the key findings from our
analysis:

• The Decomposition step accounts for 31% of
the off-topic answers, where LLMs misunderstand
the original question or lose the keyword during the
process of decomposing the question.
• The Sub-Question steps contribute to the
largest portion at 62% of the off-topic answers. We
further classify these as planning errors, passage
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Figure 3: Cause analysis on off-topic answers. We locate and classify the causes behind 112 off-topic
answers out of 500 cases randomly sampled from the HotpotQA dataset using ReAct+.

errors, and reasoning errors. Notably, passage er-
rors (Yao et al., 2022) cover 41% of the cases, oc-
curring when the relevant passage was not suc-
cessfully retrieved or does not exist in the exter-
nal database. Reasoning errors stem from two
main sources: comprehension failures, where the
model fails to generate the correct intermediate
answer by faithfully following the reasoning chain,
known as unfaithful reasoning (Lyu et al., 2023);
and selection failures, where the model mistakenly
chooses another answer candidate instead of the
required one.
• The Composition step accounts for a rela-
tively small portion at 7% of the off-topic answers.
In these cases, we observe that the LLM becomes
trapped in hallucination (Zhang et al., 2023), miss-
ing the key information from the original ques-
tion or overlooking key evidence from intermediate
conclusions, ultimately causing off-topic answers.

3. Method

In this section, we present our Dr3 mechanism
(demonstrated in Figure 4), which aims to address
the issue of off-topic answers, based on the anal-
ysis presented in Section 2.3. The Dr3 mecha-
nism consists of two key modules: the Discrimi-
nator and the Corrector. The Discriminator judges
whether the generated answer is on-topic by lever-
aging the intrinsic capabilities of LLMs. The Cor-
rector applies heuristic rules to correct the solving
history along the reversed reasoning chain (Re-
Compose→Re-Solve→Re-Decompose) until the
Discriminator confirms that the answer is on-topic.

3.1. Discriminator

In the Discriminator, we leverage the intrinsic ca-
pabilities of LLMs to determine whether the gen-
erated answer is on-topic. This is accomplished

by feeding both the original question and the LLM-
generated answer into the Discriminator, which
yields a binary judgment of either YES or NO, in-
dicating whether the generated answer is on-topic
or off-topic. Specifically, we design an instruction
that prompts the LLM to first conceptualize candi-
date answers and subsequently assess whether
the generated answer falls within the range of
available options. If the generated answer is
among the candidate answers, it should be consid-
ered on-topic; otherwise, it should be considered
off-topic.

3.2. Corrector

When the generated answer, Ansold, is iden-
tified as off-topic by the Discriminator, the
Corrector revises the reasoning chain in three
stages. These three stages follow the order, Re-
Compose→Re-Solve→Re-Decompose, which
mirrors ReAct+’s original order of reasoning,
Composition←Sub-Question←Decomposi-
tion. At each revision stage, the Corrector
generates a new answer, Ansnew, which is evalu-
ated by the Discriminator for on-topic or off-topic.
This iterative process continues either until the
Discriminator approves Ansnew as an on-topic
answer, or until the entire reasoning chain has
been exhausted. We introduce the Corrector’s
three revision stages as follows.

3.2.1. Re-Compose

TheCorrector’s Re-Compose stage addresses the
off-topic issue that occurs in ReAct+’s original
Composition stage. Inspired by Zheng et al.
(2023), we provide a hint, hC , to the LLM, stat-
ing “The answer is not [Ansold]” at the start
of the Composition stage. This hint encourages
the LLM to reconsider the question and evidence,
generating a new answer that is potentially on-
topic.
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Figure 4: Dr3 mechanism: Discriminate→Re-Compose→Re-Solve→Re-Decompose.

3.2.2. Re-Solve

The Corrector’s Re-solve stage addresses the off-
topic issue that occurs during ReAct+’s original
Sub-Question stage. The focus here is on fix-
ing passage errors, which was identified as the
primary cause for off-topic answers in the analysis
conducted in Section 2.3. For Sub-Question Si,
we first replace the passage in the observation, oi,
based on retrieval probabilities from the IR system.
Subsequently, we utilize ReAct+ to resolve Si and
obtain a new answer, Ansnew. This procedure re-
peats for Si until the Discriminator approves that
Ansnew is an on-topic answer. If the number of
replacements reaches the predefined threshold,
TD, without generating an on-topic answer, we iter-
ate this procedure backwards for Sub-Question,
Si−1. This continues backwards until an on-topic
answer is obtained or the first Sub-Question, S1,
is addressed.

3.2.3. Re-Decompose

The Corrector’s Re-Decompose stage addresses
the off-topic issue that occurs in ReAct+’s orig-

inal Decomposition stage. Inspired by Xi
et al. (2023), we leverage the intrinsic capa-
bilities of LLMs to refine the Decomposition.
To achieve this, we input the original question
along with the existing Decomposition into the
LLM. Our prompts guide the LLM to revise the
Decomposition in cases of errors including
misunderstanding the question and missing key-
words. Subsequently, the LLM generates a new
Decomposition that replaces the old one, en-
abling ReAct+ to continue execution and generate
a new answer, Ansnew.

4. Experiments

4.1. Datasets and Metrics

We present the results obtained from two popular
datasets: HotpotQA and 2WikiMultiHopQA. Hot-
potQA (Yang et al., 2018) is a 2-hop QA dataset
built from Wikipedia passages where reasoning
chains are formed between passage pairs. We
use the same data following Yao et al. (2022)
as our test dataset, which randomly samples 500
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cases from Dev split. For each case, we only pro-
vide the question without the paired passages ac-
cording to the open domain setting. 2WikiMulti-
HopQA (Ho et al., 2020) constructs multi-hop QA
cases by combining Wikipedia articles and Wiki-
data knowledge. Compared to HotpotQA, 2Wiki-
MultiHopQA is more challenging because it in-
cludes four question types: comparison, inference,
compositional, and bridge-comparison. Similar to
Yao et al. (2022) and Khattab et al. (2022), we ran-
domly sample 500 question-answer pairs from the
Dev split as the testing dataset. Following previ-
ous work in QA (Yang et al., 2018; Xu et al., 2023),
we evaluate using the metrics of token F1 score,
exact match (EM), and cover exact match (Cover
EM).

4.2. Baselines

The baseline methods used for comparison are
briefly described as follows.

• Zero-Shot (Kojima et al., 2022): The zero-shot
approach requires the LLM to output the answer
to the question without any relevant example.
• Few-Shot (Brown et al., 2020): The Few-Shot
approach prompts the LLM with a few relevant
question–answer examples, demonstrating the
procedure for solving this type of task.
• CoT (Wei et al., 2022): The Chain-of-Thought
(CoT) approach facilitates the LLM to gener-
ate coherent intermediate reasoning steps that
mimic a step-by-step thought process by prompt-
ing “Let's think step-by-step”.
• ReAct (Yao et al., 2022): The Reasoning-Acting
(ReAct) approach enhances reasoning-only LLMs
by incorporating acting capabilities through the
use of external tools, which defines the reason-
ing pattern as a sequence of interleaved Thought-
Action-Observation steps (see Section 2.1).
• ReAct+ (Ours): The ReAct+ approach modi-
fies the reasoning pattern of ReAct to fit multi-
hop question answering, which involves inter-
leaved Task-Action-Observation-Conclusion steps
(see Section 2.1).

4.3. Implementation Details

For the Re-Solve step, we set the maximum
number of replaced passages TD to 3 for each
Sub-Question. We use the off-the-shelf Col-
BERTv2 (Santhanam et al., 2022) following Khat-
tab et al. (2022) as the IR system, which encodes
the Wikipedia corpus by passage. For the Re-
Decompose step, we use 6 question-answer ex-
amples in prompts. Within each step, we set the
maximum number of continuous Sub-Question
to 7, following Yao et al. (2022). All methods are
implemented using text-davinci-002 as the LLM, in

line with Yao et al. (2022) in September 2023. The
detailed prompts can be found in Appendix A, B,
and C.

5. Results and Analysis

In this section, we first present the overall results
of our Dr3 mechanism. Following that, we eval-
uate the performance of the Discriminator in de-
tecting off-topic answers. Next, we assess the
Corrector on lowering the off-topic ratio. Addition-
ally, we analyze the relationship between the off-
topic issue and factors including the number of
Sub-Questions, and multi-hop question types.

5.1. Main Results

HotpotQA 2WikiMultiHopQA

Method EM↑ Cover EM↑ F1↑ EM↑ Cover EM↑ F1↑

Zero-Shot 8.80 27.80 22.65 4.60 29.8 17.08

Few-Shot 21.20 28.00 34.41 20.40 22.80 25.45

CoT 30.40 37.60 43.93 28.80 33.60 36.37

ReAct 30.80† - - 34.40 41.80 43.24

ReAct+ (Ours) 31.00 36.60 42.21 35.60 43.60 45.39

Dr3 (Ours) 33.80 40.00 46.53 38.80 46.60 48.36

Table 2: Main results on the HotpotQA and 2Wiki-
MultiHopQA datasets. The result with † is bor-
rowed from Yao et al. (2022).

In this subsection, we evaluate the overall per-
formance of our Dr3 mechanism on the HotpotQA
and 2WikiMultiHopQA datasets, compared to five
baseline methods described in Section 4.2. As
shown in Table 2, our Dr3 approach outperforms
existing methods across evaluation metrics of EM,
Cover EM, and F1 score. Specifically, com-
pared to the best baseline ReAct+, our Dr3 ap-
proach exhibits significant improvements: on Hot-
potQA, we observe absolute enhancements of
2.80% in EM, 3.40% in Cover EM, and 4.32% in
F1 score. Meanwhile, on 2WikiMultiHopQA, we
achieve even larger gains of 3.20% in EM, 3.00%
in Cover EM, and 2.97% in F1 score. These com-
pelling results clearly demonstrate the effective-
ness of our Dr3 mechanism for improve the per-
formance on ODMHQA.

5.2. Performance of Discriminator

In this subsection, we examine the performance
of the Discriminator in detecting off-topic answers.
Discriminator is comparable to human judg-
ment in detecting off-topic answers. As shown
in Table 3, the Discriminator achieves an accu-
racy of 92.77% on the HotpotQA dataset, which
manifests its remarkable capability in identifying
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Accuracy Precision Recall F1

92.77 83.76 85.21 84.82

Table 3: Performance of Discriminator in detect-
ing off-topic answers. Human evaluation as the
ground truth on the HotpotQA dataset, while preci-
sion, recall, F1 are for the off-topic class.
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Figure 5: Confusion matrix of QA correctness by
Discriminator. Evaluation performed on the Hot-
potQA dataset, while “True” means correct and
“False” means incorrect.

off-topic answers, closely resembling human judg-
ment. Moreover, the high F1 score of 84.82%
further emphasizes the Discriminator’s capability
to recall a majority of the off-topic answers while
maintaining a high precision.
Discriminator identifies 1/3 off-topic an-

swers and rarely misjudges correct answers.
Figure 5 illustrates the confusion matrix of the Dis-
criminator in judging QA correctness on the Hot-
potQA dataset. The Discriminator has a sensitiv-
ity of 97.4%( 151

151+4 ), indicating that the Discrimina-
tor rarely misjudges correct answers as incorrect.
Meanwhile, it has a specificity of 33.2%( 114

114+229 ),
signifying that it successfully identifies a substan-
tial portion of incorrect answers. Therefore, the
benefit of identifying incorrect answers outweighs
the misjudgments.

5.3. Performance of Corrector

In this subsection, we conduct ablation studies on
three individual Corrector modules to investigate
their effectiveness in improving question answer-
ing and alleviating the off-topic issue. The results
are shown in Table 4. Re-Solve is the most ef-
fective module, exhibiting a 1.4% EM improve-
ment. This significant EM improvement can be at-
tributed to Re-Solve identifying passage errors as
the primary cause of off-topic answers (see Sec-
tion 2.3). Re-Compose (+1.0% EM) appears to
be more effective than Re-Decompose (+0.4%
EM). This is unexpected that Re-Compose is so
effective given Composition errors comprise the
smallest ratio (7%) as shown in Section 2.3. We
conjecture this occurs because Re-Compose not
only fixes Composition errors but also encour-

ages the LLM to re-examine the full solving history.
By thoroughly reassessing the question and evi-
dence, Re-Compose can implicitly fix reading com-
prehension and Decomposition errors as well.
To demonstrate this phenomenon, we present 2
cases in Appendix D.

5.4. The Effect of Sub-Question Numbers
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Figure 6: Off-topic ratio versus number of
Sub-Questions. Evaluation conducted on 108
off-topic answers from the HotpotQA dataset.

In this subsection, we discuss the relationship
between off-topic answers and the number of
tasks in Sub-Questions. As the line chart in
Figure 6 illustrates, the off-topic ratio increases
monotonically as the number of tasks rises. Ide-
ally, the reasoning chain should contain exactly
2 Sub-Questions, since the questions from the
HotpotQA dataset are designed to be 2-hop. Ac-
cordingly, depending on whether the number of
tasks is less than, equal to, or greater than 2, we
organize the same data into three groups in the bar
chart of Figure 6. For the 1-hop reasoning chains,
in which off-topic answers account for 21.73% of
cases, we notice that ReAct+ tends to conclude
the answer prematurely if it is on-topic. For reason-
ing chains with more than 2 hops, where off-topic
answers occur 44.44% of the time, we observe
that ReAct+ becomes trapped in self-correction cy-
cles. This unavoidably adds noise to the context,
causing the original question to be forgotten and
resulting in off-topic answers.

5.5. The Effect of Question Types

In this subsection, we examine the relationship
between off-topic answers and the four question
types on the 2WikiMultiHopQA dataset. The re-
sults are shown in Figure 7. The Comparison type
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Re-Decompose Re-Solve Re-Compose EM↑ F1↑ Off-Topic Ratio (Discriminator)↓ Off-Topic Ratio (Expert)↓

8 8 8 31.00 42.21 23.69 23.09

8 8 4 32.00 43.11 18.07 -

8 4 4 33.40 45.51 9.83 -

4 4 4 33.80 46.53 7.42 10.24

Table 4: Ablation studies of the Corrector modules. Evaluation performed on the HotpotQA dataset.
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Figure 7: Off-topic answers versus question types.
We randomly sample 30 questions per type on the
2WikiMultiHopQA dataset.

has the second lowest off-topic ratio, as the an-
swer is already provided within the original ques-
tion. For example, in a question like “Who is older,
A or B?”, the answer can only be either A or B,
both options being clearly stated in the question
itself. The Bridge-Comparison type has the high-
est off-topic ratio. For instance, in a question like
“Which film has the director born first, A or B?”, Re-
Act+ is prone to answering the name of the director
rather than the name of the film, even though the
correct answer must be either A or B. We hypoth-
esize that the Bridge-Comparison type requires a
minimum of 4 tasks to be properly solved, as ex-
tended reasoning causes the original question to
be forgotten. The Inference type exhibits the low-
est off-topic ratio but the highest error ratio. We ob-
serve that ReAct+ tends to prematurely terminate
the reasoning chain when an intermediate answer
is on-topic. For example, in a question like “Who
is A’s grandfather?”, where the first retrieved pas-
sage contains A’s father B, the corresponding con-
clusion might erroneously regard B as A’s grand-
father.

6. Related Work

Large Language Models on Open Domain
Multi-Hop Question Answering. LLMs have
shown outstanding capabilities in reasoning, plan-
ning, and utilizing tools, all of which are indis-
pensable for performing natural language ques-

tion answering (He et al., 2022; Trivedi et al.,
2022). The pioneering work CoT (Wei et al.,
2022) proposed to generate intermediate reason-
ing steps to answer questions that require com-
plex reasoning capabilities. Inspired by CoT, Self-
Consistency (Wang et al., 2023c) and Complexity-
Based Prompting (Fu et al., 2022) sampled multi-
ple reasoning trajectories to vote for the final an-
swer. Despite their performance enhancement,
these voting-based CoT methods are resource-
intensive and time-consuming. Meanwhile, Press
et al. (2022) pointed out that answering a com-
positional question as a whole is often more dif-
ficult than correctly answering its individual sub-
questions. Based on this insight, Self-Ask (Press
et al., 2022), PS (Wang et al., 2023b), ReAct (Yao
et al., 2022), and DSP (Khattab et al., 2022) de-
composed the compositional question into a series
of sub-questions and employed external knowl-
edge to prevent factual errors when answering in-
dividual sub-questions. Our Dr3 is constructed
based on the ReAct framework, as it was the most
influential among the aforementioned works and
also inspired subsequent LLM-Agent research (Mi-
alon et al., 2023; Wang et al., 2023a).

Post-Hoc Correction. Post-hoc correction
refers to the process of refining the output from
LLMs after it has been generated, without mak-
ing any modification to the model parameters (Pan
et al., 2023). Self-Refine (Madaan et al., 2023)
iteratively polished outputs by incorporating LLM
feedback for dialogue and code generation tasks.
Auto-Post-Editing (Raunak et al., 2023) and RCI
(Kim et al., 2023) demonstrated similar ideas of us-
ing LLMs to provide advice then using that advice
to prompt higher quality outputs, which were ap-
plied to translation and computer tasks. DIN-SQL
(Pourreza and Rafiei, 2023) proposed generic and
gentle correction modules to fix bugs and potential
issues respectively in the text-to-SQL task. When
it comes to post-hoc correction methods for QA
tasks, Verify-and-Edit (Zhao et al., 2023) and LLM-
AUGMENTER (Peng et al., 2023) employed exter-
nal knowledge to enhance the quality of the gen-
erated text. In open-domain QA, SearChain (Xu
et al., 2023) utilized a trained small model to im-
prove the quality of the retrieved passage.

While previous research concentrated on cor-
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recting factual errors in the reasoning process, our
Dr3 focuses on alleviate the off-topic issue. Fur-
thermore, our Dr3 does not rely on any voting-
based mechanism or additional tools for fact-
checking sub-questions.

7. Conclusion

In this paper, we have identified the crucial issue
of off-topic answers that occurs when utilizing
Large Language Models (LLMs) to tackle open
domain multi-hop question answering (ODMHQA).
Our proposed solution, the Discriminate→Re-
Compose→Re-Solve→Re-Decompose (Dr3)
mechanism, effectively harnesses the intrinsic
capabilities of LLMs to detect and correct off-topic
answers by performing step-wise revisions along
the reversed reasoning chain. Through compre-
hensive experiments conducted on the HotpotQA
and 2WikiMultiHopQA datasets, we have demon-
strated the effectiveness of our approach in
alleviating the off-topic issue. We anticipate that
our work not only provides a practical solution to
the issue of off-topic answers but also serves as
a catalyst for future research in this area.
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A. ReAct+ Prompt

# Instruction
You are a question-answering agent. To answer a difficult Question, you need to perform Decompo-
sition to divide it into several tasks, solve them and integrate the information for the answer.
To solve each task, you need to use interleaving Task, Action, Observation, and Conclusion steps.
The steps are:
1. Task: a sub-problem to be solved from Decomposition and the previous Conclusion.
2. Action: Search[Query] to retrieve a document corresponding to the Query.
3. Observation: the retrieved document by the Action.
4. Conclusion: the Task result according to the Observation.

According to the Decomposition, when all the necessary tasks are finished, you need to execute
Composition and then answer the Question with Finish[Answer]. The steps are:
1. Composition: the composition of the information from all the tasks.
2. Finish[Answer]: the final Answer to the Question.

# We demonstrate a case here; all cases can be found in our codes.
Question: Musician and satirist Allie Goertz wrote a song about the “The Simpsons” character Mil-
house, who Matt Groening named after who?
Decomposition: The question simplifies to “The Simpsons” character Milhouse is named after who.
I only need to search Milhouse and find who it is named after.
# Sub-Question 1
Task 1: I need to search Milhouse and find who it is named after.
Action 1: Search[Milhouse]
Observation 1: Milhouse Mussolini Van Houten is a recurring character in the Fox animated television
series The Simpsons voiced by Pamela Hayden and created by Matt Groening.
Conclusion 1: The paragraph does not tell who Milhouse is named after.
# Sub-Question 2
Task 2: I can search Milhouse named after whom instead to find who it is named after.
Action 2: Search[Milhouse named after whom]
Observation 2: Milhouse was named after U.S. president Richard Nixon, whose middle name was
Milhous.
Conclusion 2: Milhouse was named after U.S. president Richard Nixon.
Composition: Milhouse was named after U.S. president Richard Nixon, so the answer is Richard
Nixon.
Finish: [Richard Nixon]
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B. Discriminator Prompt

# Instruction
You will be given QUESTION and ANSWER. You need to identify the possible answer to the QUES-
TION, and then check whether the ANSWER is the possible ANSWER.
For every case, youmust think firstly in THOUGHT, and then output your JUDGMENT, with the format:
THOUGHT: (your analysis here).
JUDGMENT: YES / NO

# We demonstrate a case here; all cases can be found in our codes.
QUESTION: When was the Man Falls in Love born on?
ANSWER: July 5, 1984
THOUGHT: The answer to the QUESTION can be a year, date or time range. The ANSWER “July 5,
1984” is a date. So the answer is YES.
JUDGMENT: YES
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C. Re-Decompose Prompt

# Instruction
You are a teacher, and your student is in the process of decomposing a multi-hop QUESTION into
several sub-questions, solving them to arrive at the final answer.
However, there are some mistakes in the STUDENT DECOMPOSITION that the student cannot an-
swer the question. e.g.,misunderstanding the question, the divided ones are too ambiguous or
difficult to lead to the final answer, and so on.
For every case, you must analyze the question first in the ANALYSIS, which contains the understand-
ing of the question, and the weaknesses of the student decomposition. After analysis, give a targeted
suggestion based on the understanding of the problem and students’ weaknesses in the ADVICE.
Finally, refer to the advice, and give a more specific, correct and fluent decomposition in the NEW
DECOMPOSITION.
The Input would be in the following format:
QUESTION: (the difficult question)
STUDENT DECOMPOSITION: (the decomposition from the student)

The Output must be in the following format:
ANALYSIS: (analysis here. Analyze the question and student’s decomposition)
ADVICE: (advice here. Refer to the analysis, give targeted advice)
NEWDECOMPOSITION: (new decomposition here. Refer to the advice, give a more specific, correct
and fluent version than the STUDENT DECOMPOSITION)

# We demonstrate a case here; all cases can be found in our codes.
QUESTION: Is Level 3 Communications headquartered further west than Advanced Micro Devices?
STUDENT DECOMPOSITION: I need to find the headquarters location of Advanced Micro Devices
and Level 3 Communications, and then integrate the information to identify which company is head-
quartered further west for the final answer
ANALYSIS: The answer to the question should be either yes or no, if Level 3 Communications is
headquartered further west than Advanced Micro Devices, the answer is yes, other is no. The student
decomposition tries to ”identify which company”, the answer delivered from the decomposition will be
a company, neither yes nor no, which causes the error.
ADVICE: I think the last step should find whether Level 3 Communications is headquartered further
west, instead of ”identify which company...”.
NEW DECOMPOSITION: I need to find the headquarters location of Advanced Micro Devices and
Level 3 Communications, and then find whether Level 3 Communications is headquartered further
west for the final answer.



5364

D. Case Study

In Table 5, we demonstrate two cases in which
off-topic answers are corrected by our Dr3 mech-
anism. Specifically, these two cases differ in

that the error in the upper case occurs in the
Sub-Question stage, while the error in the lower
case occurs in the Decomposition stage. How-
ever, both can be corrected by the same Re-
Compose strategy of our Dr3 mechanism.

Step ReAct+ Dr3
Question What nationality is the man who developed the dictator game?

Decomposition I need to find the nationality of the man who developed the dictator game, which
is the final answer.

Sub-Question 1 - Find the man who developed the dictator game.
- Answer: Michael Pagano # Correct

Sub-Question 2 - Find the nationality of Michael Pagano.
- Answer: From Los Angeles, California # “Los Angeles, California” is a place, not
a nationality.

Composition The man who developed the dicta-
tor game is Michael Pagano, Michael
Pagano is from Los Angeles, California,
so the answer is Los Angeles, Califor-
nia.

No, the answer is not “Los Angeles, Cal-
ifornia”, and the answer should be the
nationality, so the answer is American.

Answer Los Angeles, California American
Question Philip Savage served as Director of Player Personnel for the Baltimore Ravens

under what general manager who was inducted into both the College and Pro
Football Halls of Fame?

Decomposition I need to find the general manager of Baltimore Ravens during Philip Savage
served as Director of Player Personnel, and then find whether the general man-
ager was inducted into both the College and Pro Football Halls of Fame for the
final answer. # The answer should be the person who satisfies the two require-
ments.

Sub-Question 1 - Find the general manager of Baltimore Ravens during he served as Director of
Player Personnel.
- Answer: Ozzie Newsome # Correct

Sub-Question 2 - Find whether he was inducted into both the College and Pro Football Halls of
Fame
- Answer: Yes # Correct

Composition The general manager is Ozzie New-
some, who was inducted into both the
College and Pro Football Halls of Fame,
so the answer is Yes.

No, the answer is not “Yes”, and Ozzie
Newsome is the manager and was in-
ducted into both the College and Pro
Football Halls of Fame, so the answer
is Ozzie Newsome.

Answer Yes Ozzie Newsome

Table 5: Two cases where the error is fixed in the Re-Compose stage. The error in the upper case occurs
in the Sub-Question stage, while the error in the lower case occurs in the Decomposition stage.


	Introduction
	Preliminary
	ReAct(+)
	Prevalence of Off-Topic Answers
	Cause Analysis on Off-Topic Answers

	Method
	Discriminator
	Corrector
	Re-Compose
	Re-Solve
	Re-Decompose


	Experiments
	Datasets and Metrics
	Baselines
	Implementation Details

	Results and Analysis
	Main Results
	Performance of Discriminator
	Performance of Corrector
	The Effect of Sub-Question Numbers
	The Effect of Question Types

	Related Work
	Conclusion
	Acknowledgments
	Bibliographical References
	ReAct+ Prompt
	Discriminator Prompt
	Re-Decompose Prompt
	Case Study

