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Abstract
Event Extraction (EE) is a challenging task that aims to extract structural event-related information from unstructured
text. Traditional methods for EE depend on manual annotations, which are both expensive and scarce. Furthermore,
the existing datasets mostly follow the long-tail distribution, severely hindering the previous methods of modeling
tail types. Two techniques can address this issue: transfer learning and data generation. However, the existing
methods based on transfer learning still rely on pre-training with a large amount of labeled data in the source domain.
Additionally, the quality of data generated by previous data generation methods is difficult to control. In this paper,
leveraging Large Language Models (LLMs), we propose novel methods for event extraction and generation based on
dialogues, overcoming the problems of relying on source domain data and maintaining data quality. Specifically,
this paper innovatively transforms the EE task into multi-turn dialogues, guiding LLMs to learn event schemas from
historical dialogue information and output structural events. Furthermore, we introduce a novel LLM-based method
for generating high-quality data, significantly improving traditional models’ performance with various paradigms and
structures, especially on tail types. Adequate experiments on real-world datasets demonstrate the effectiveness of
the proposed event extraction and data generation methods.

Keywords: Event extraction, Event generation, Long-tail distribution

1. Introduction

Events are defined as occurrences including spe-
cific participants or changes in status and are per-
vasive in media messages across multiple modali-
ties (Doddington et al., 2004). Event extraction en-
deavors to automatically identify event information
from unstructured textual messages and produce
a structured output. It involves identifying event
types contained within the given text, locating trig-
gers that best reflect the occurrences of events,
and extracting the participants and attributes of the
events while assigning them their respective roles
(Chen et al., 2015a). Figure 1 provides an intu-
itive depiction of the process of dialogue-based EE.
Given the sentence in the figure, an event extractor
should automatically and accurately identify events
of two types: “Die” and “Attack” and output the trig-
gers of both events, along with the corresponding
event arguments for each of the roles involved.

Traditional EE approaches (Yang et al., 2019;
Wadden et al., 2019; Liu et al., 2020a; Lin et al.,
2020; Nguyen et al., 2021), which are based on
neural networks, rely on manual high-quality an-
notations to learn features for triggers and event
arguments, yielding impressive results. However,
this line of work suffers from the long-tail distribution
of current datasets. Figure 2 displays the statistics
of samples in the widely used ACE2005 English
dataset, comprising 33 sub-types and 4,419 events.
Notably, the samples, especially triggers, roughly
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Figure 1: The diagram of the event extraction task.

follow power-law distributions, leading to the emer-
gence of long-tail phenomena. The “Attack” type
possesses the largest number of event samples,
with about 1,600, while the “Pardon” type only has
two events. The long-tail distribution of the dataset
severely constrains the performance of traditional
methods, especially on tail types such as “Pardon”.
In practice, due to the time-consuming and arduous
nature of annotating events, it is highly expensive to
manually annotate supplementary data to compen-
sate for the shortcomings of the above datasets.

Intuitively, in order to alleviate this issue, there are
two avenues that can be pursued: optimizing the
model or enriching the dataset. On the model front,
researchers can leverage transfer learning tech-
niques (Huang et al., 2018; Zhang et al., 2021; Lyu
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Figure 2: Statistics of ACE 2005 English Data.

et al., 2021) to train models on head-type events
such as “attacks” and subsequently transfer them
to tail-type events. However, traditional transfer
learning methods still require pre-training on high-
quality source domain data and, to some extent,
still rely on manual annotations. From the data
perspective, it is feasible to alleviate the problem
of imbalanced sample distribution in datasets by
automatically generating events of tail types. Yang
et al. proposed a novel data generation approach
based on argument replacement, which can gen-
erate arbitrary amounts of event data (Yang et al.,
2019). Nevertheless, the adjunct token rewriting
strategy they proposed to improve the smoothness
of generated data may introduce a problem of role
deviation. For instance, altering the adjunct token
“from” in the sample “Katie drove from London” to
produce the new sample “Katie drove to London”
leads to a shift in the role of “London” from “origin”
to “destination”, introducing erroneous tags that
undermine data quality.

The emergence of large language models, ex-
emplified by ChatGPT1, offers a potential solution
to mitigate the above limitations in the text field.
Based on the above intuitions, this paper explores
the possibility of alleviating the limitations arising
from the long-tail distribution commonly observed
in current event datasets through utilizing LLMs. It
includes directly leveraging the generative LLMs
for EE in the zero-shot scenario, as well as utilizing
the automatically generated data to enhance the
performance of traditional EE models on tail types.
Utilizing LLMs for EE faces two challenges: 1) for-
mulating a means to effectively imbue the model
with details of the event schemas, including the
description of event types and their argument roles,
and 2) guiding the model to output structural event
information that programs can easily parse. Re-
garding data generation, it is crucial to emphasize
improving the diversity and quality of provided data.

We present innovative strategies based on in-
context learning to tackle the above challenges us-
ing large dialogue models. To be precise, we trans-
form EE into dialogues and propose a Multi-turn

1https://openai.com/chatgpt

Dialogue-based Event Extraction (MDEE) method.
During the dialog, our approach initially presents
the LLM with instructions for delineating the scope
of event types, explaining the definitions of types,
and providing examples for event detection. Sub-
sequently, based on the results of event identifica-
tion, the proposed method dispatches argument
extraction instructions to the LLM, sequentially ex-
tracting arguments playing specific roles. These
meticulously designed instructions enable the LLM
to acquire the event schema and output structural
events with conventional format from the contextual
environment. Moreover, unlike traditional in-context
learning methods, our approach utilizes multiple
rounds of historical dialogue information to delin-
eate the relationship between triggers and event
arguments during event extraction. For data gener-
ation, a three-stage approach involving decompo-
sition, sampling and recombination is introduced
to obtain a wealth of new events. Subsequently,
we establish a dialogue with an advanced LLM to
formulate coherent and logical sentences incorpo-
rating newly created structured events. Ultimately,
we leverage the LLM to undertake a thorough ratio-
nality check and data filtration process, culminating
in the enhancement of data quality.

In summary, this paper contributes as follows:
• We introduce an innovative EE method that

caters to the zero-shot scenario. By adopt-
ing the multi-dialogue format, we enable LLMs
to learn event schemas and produce well-
organized events from historical chat records.

• We propose a novel approach for generating
diverse and high-quality event data. Multiple
experiments demonstrate the quality of the
generated data in enhancing the performance
of traditional models, particularly in extracting
events with low-frequency types.

2. Related work

2.1. Event Extraction
Early EE approaches (Ahn, 2006; Liao and Grish-
man, 2010; Hong et al., 2011; McClosky et al.,
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2011; Miwa et al., 2014) require manual feature
engineering tailored for each event type and ex-
tract triggers and arguments through pattern match-
ing. With the advent of deep neural networks, a
category of methods for automatically capturing
dense event features emerged (Chen et al., 2015b;
Nguyen and Grishman, 2015; Nguyen et al., 2016;
Sha et al., 2018). This line of work not only releases
researchers from tedious feature engineering but
also achieves inspiring performance with the help
of high-quality annotations.

The emergence of Pre-trained Language Models
(PLMs) (Liu et al., 2019; Raffel et al., 2020; Lewis
et al., 2020) greatly propelled the development of
event extraction techniques. Yang et al. first ex-
plored the possibility of utilizing PLMs for the EE
task (Yang et al., 2019). Specifically, they regarded
EE as a token classification task and constructed
the model by attaching a multi-classification net-
work to the tail of BERT(Devlin et al., 2019). Many
subsequent methods followed the paradigm of at-
taching additional networks, which can be classified
as "fine-tuning" based methods (Du and Cardie,
2020; Li et al., 2020; Chen et al., 2020; Liu et al.,
2020b, 2022a). However, differences in task for-
mats and network structures result in significant
gaps between pre-training and fine-tuning, leading
to the traditional fine-tuning-based EE methods hav-
ing to rely heavily on large amounts of high-quality
data to achieve high performance.

Many approaches based on the prompt paradigm
have been proposed (Liu et al., 2023) to bridge the
gaps. Such methods (Li et al., 2021; Liu et al.,
2022b; Huang et al., 2022) reformulate EE into
a cloze or text restoration task, which represents
the pre-training tasks of PLMs while keeping the
model architecture unchanged, in order to elicit
the potential knowledge of the pre-trained model.
Thanks to the effective utilization of the knowledge
learned in the pre-training phase, prompt-based
methods achieve impressive performance in data-
scarce scenarios. In addition, Lu et al. proposed
an end-to-end method for directly generating struc-
tured events (Lu et al., 2021). They converted
EE to a sequence-to-sequence task and repre-
sented structured events as flattened textual se-
quences. Furthermore, unified information extrac-
tion frameworks represented by OneIE (Lin et al.,
2020), FourIE (Nguyen et al., 2021), and UIE (Lu
et al., 2022) jointly learn three information extraction
tasks: named entity recognition, relation extraction,
and EE, which benefit from potential correlations
among entities, relationships, and events. CLEVE
(Wang et al., 2021) and UIE are two pre-training-
based event methods that first pre-learn EE-related
knowledge on large-scale unlabelled data and then
fine-tune their EE models on annotated data to
achieve higher performance.

The conventional methods of EE rely heavily on
annotated datasets, which are expensive and un-
evenly distributed. To tackle the challenge of spar-
sity in data, researchers proposed various methods
targeting few-shot and zero-shot scenarios (Huang
et al., 2018; Zhang et al., 2021; Lyu et al., 2021).
These methods achieved promising results based
on transfer learning, meta-learning and prompt-
based paradigms. However, they still require high-
quality annotations as supervision. Therefore, de-
signing an event extraction method with a lower de-
pendence on human-annotated datasets remains
a worthwhile problem to explore.

2.2. Event Generation
Another technique route for alleviating problems
caused by sparse data is data generation. Earlier
methods (Bollacker et al., 2008; Liu et al., 2016) fo-
cused on mining additional events from knowledge
bases such as FrameNet2, which possess event-
specific attributes. Subsequently, some method-
ologies are predicated on the assumption of re-
mote supervision, whereby “if two entities share
a relationship within a knowledge base, then all
statements referencing these entities shall inher-
ently imply their relational connection.” (Chen et al.,
2017; Wang et al., 2019). They utilize knowledge
bases such as FrameNet and WordNet3 to anno-
tate unlabeled data from publicly available sources
automatically. However, in reality, this assumption
introduces considerable noise into the generated
samples, as not all co-occurring entities exhibit the
expected relationship. Yang et al. obtained new
events by replacing arguments and improving sen-
tence smoothness through adjunct token rewriting
(Yang et al., 2019). Nevertheless, despite the intro-
duction of a scoring mechanism in their method, it
still faces the issue of role deviation.

3. Dialogue-based Event Extraction

3.1. Task Formalization
The goal of event extraction consists of two parts:
event detection and argument extraction, which
are dedicated to automatically recognizing events
and extracting corresponding event arguments
from given texts, respectively. To elaborate, con-
sider a sentence S = {s1, s2, · · · , s|S|} and the
event schema S , where si signifies the i-th
token in the sentence, |S| represents the sen-
tence’s length, and S describes all the event
types {T1, T2, · · · } to be extracted and the argu-
ment roles {role1, role2, · · · } that each type con-
tains. Event detection aims to recognize events

2https://framenet.icsi.berkeley.edu
3https://wordnet.princeton.edu
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Figure 3: The overview of the proposed multi-turn dialogue-based event extraction method.

E = {e1, e2, · · · , e|E |}, where |E | refers to the count
of events within the sentence S, with types pre-
defined in S . This process includes locating trig-
gers Trigs = {trig1, trig2, · · · , trig|E |} that effectively
symbolize the occurrence of events and classifying
their respective event types. Here, Trigi denotes
the trigger for the i-th event. Concurrently, argu-
ment extraction is dedicated to identifying the ar-
guments Argsej = {arg1,arg2, · · · ,arg|A|} of each
event detected and attributing them with appropri-
ate argument roles. argej

i indicates the i-th argu-
ment participates in the j-th event and |A| is the
number of arguments.

3.2. EE based on Multi-turn dialogue

As depicted in Figure 3, the multi-turn dialogue-
based event extraction method proposed in this
paper guides the LLM to output event information
in several stages. In each stage, it simulates a user
sending the request, which incorporates the knowl-
edge of the event schema and examples of trig-
ger (or argument) extraction, to an LLM to extract
triggers or event arguments based on in-context
learning. Upon receiving feedback from the LLM, it
automatically parses triggers or event arguments
from the response. Details regarding the instruction
design are introduced in Subsection 3.3.

Considering the prevalent close correlation be-
tween triggers and event arguments, as well as
within arguments, the event information in histori-
cal dialogues significantly influences the generation
of event information in new rounds of conversation.
To effectively utilize the historical information, the
event extraction method proposed in this paper
incorporates multi-round historical dialogue infor-
mation into the in-context learning paradigm. As
shown in Algorithm 1, this method first constructs
instruction IT for trigger detection based on the

Algorithm 1 EE based on Multi-turn dialogue
Input: Sentence S, Event schema S
Output: Structural events list E
1: Initiate E ← ∅
2: Construct the event detection instruction IT
3: Send IT to LLMs and get feedback FT

4: Parse event types and triggers (Tpyes, Trigs)
from FT

5: for (typei, trigi) in zip(Tpyes, Trigs) do
6: Initiate Args← ∅, RA ← IT , FA ← FT

7: for rolej in Roles do
8: Construct the argument extraction in-

struction IA for the argument role rolej
9: RA ← RA

⊕
FA

⊕
IA

10: Send RA to LLMs and get feedback FA

11: Parse arguments args from FA

12: for argk in args do
13: Append {rolej : argk} to Args
14: end for
15: end for
16: Append (typei, trigi, Args) to E
17: end for

given event schema. Subsequently, it obtains feed-
back FT after sending it to the LLM and parses the
feedback to obtain all event triggers Trigs contained
in the sentence. Lastly, for each event parsed, the
MDEE further extracts the event arguments corre-
sponding to that event on a role-by-role basis.

In the argument extraction phase, MDEE itera-
tively extracts the event arguments for each pre-
dicted event (typei, trigi). During the initialization
stage, it sets the instruction for argument extraction
as the trigger detection instruction IT and initial-
izes the historical feedback to the feedback from
the trigger extraction phase FT . Subsequently, the
method obtains the argument roles Roles corre-
sponding to the type typei from the event schema
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Figure 4: The overview of dialogue-based event
generation.

S . For each argument role rolej , MDEE constructs
a request RA that includes historical conversation
information. Specifically, the request for each round
consists of the request from the previous round, the
argument extraction feedback FA from the previous
round, and the instruction IA constructed for the cur-
rent argument role rolei. Our method simulates a
user sending an updated request RA with historical
information to LLM and gathers event arguments
from the feedback FA. Ultimately, MDEE integrates
event information from all the conversations to form
the final structural events E .

3.3. Instructions Construction
Figure 3 illustrates MDEE’s integration of type (or
role) definitions and examples, aiming to communi-
cate both the event schema information and knowl-
edge about the EE task to the LLM. Specifically,
for every event type and its associated argument
roles within the event schema, our instructions draw
from definitions and relevant examples as laid out
in annotation guidelines. The detailed contents of
each component of the instructions are depicted
in Figure 3. To ensure a consistent output from
the LLM, an output requirement—“Output the re-
sult directly, without any interpretation, following the
output format in the examples.”—is appended to
the tail of each LLM request in both event detection
and argument extraction.

4. Dialogue-based Event Generation

In addition to the zero-shot event extraction method
based on multi-turn dialogue, we mitigate the long-
tail limitation of existing datasets by automatically
generating events with tail types from a data per-
spective. Figure 4 illustrates the workflow of this
data generation method. Broadly speaking, our
event generation approach consists of two stages:
event fragment library construction and new data
production. In the first stage, the proposed method
first decomposes events in the dataset, yielding var-
ious types of triggers and event arguments. Subse-
quently, it aggregates triggers of the same type

Figure 5: Instructions templates utilized in the pro-
cess of event generation.

to form a trigger library. For event arguments,
the method merges argument roles with similar
attributes into a category, such as consolidating
the roles “victim” and “person”.

In the process of data generation, our method
first randomly samples a trigger and several event
arguments from the event fragment library based
on the type of event that needs to be generated.
Then, leveraging generative LLMs, we generate
corresponding text based on In-context learning. Fi-
nally, we use LLMs again to validate the generated
data for rationality, confirming that the sampled trig-
ger initiates an event with the given type and event
arguments play specified roles in the sentence. Ad-
ditionally, in the real dataset, the quantity of certain
types of events is exceedingly scarce. For these
categories, besides generating databases via the
above process, we also allow for the absence of
triggers in sampling and utilize LLM for pinpointing
the words in the generated text that best represent
occurring events. Figure 5 displays the templates of
the instructions employed in this section. In actual
application, the characters with a grey background
in the templates are replaced with corresponding
contents. The examples within the templates are
derived from the real dataset.

5. Experiments

5.1. Experimental Settings
5.1.1. Implementation Details

In this paper, we selected ChatGPT as the LLM
for dialogue-based event extraction and generation
methods. More specifically, the version of Chat-
GPT we used in experiments is “GPT-3.5-Turbo-
16k-0613”. All experiments performed in this paper
were conducted on an NVIDIA RTX A6000 graph-
ics card. For event generation, we generated 200
samples for each event type for training. In the ex-
periment evaluating the effect of event generation
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methods on alleviating the long-tail distribution lim-
itation of the dataset, we generate 100 instances
of each event type for testing. Three graduate stu-
dents with outstanding skills in natural language
processing were enlisted to review the generated
test data, ensuring its quality.

5.1.2. Dataset

We select ACE2005, the most widely used EE
dataset with a very pronounced long-tail limitation,
to serve as the evaluation corpus. It contains 599
documents covering 33 event types and 22 argu-
ment roles. Currently, there exist two variants of
this dataset (Lin et al., 2020): ACE-05E and ACE-
05E+, with the former filtering out events whose
triggers consist of multiple tokens based on the
latter. In our experiments, we employ the more
comprehensive ACE-05E+ version. In the zero-
shot scenario, we adopt the settings established in
prior works (Huang et al., 2018; Zhang et al., 2021):
utilizing the events from the top 10 categories with
the highest number of samples as the training set
and evaluating models on the remaining instances.
For data generation, we employ the same data split
as mainstream approaches (Hsu et al., 2022; Lu
et al., 2021). We parse the ACE2005 dataset using
pre-processing procedures provided by previous
researchers (Hsu et al., 2022).

5.1.3. Evaluation Metric

We follow the same evaluation metric as previous
studies (Du and Cardie, 2020; Hsu et al., 2022;
Lu et al., 2021): a trigger is correctly extracted
if its offset and event type are the same as the
ground truth. Concerning event arguments, they
are considered accurate only if their event types,
triggers, offsets, and argument roles align with the
actual values. Consistent with prior works, we use
Precision (P), Recall (R), and F1 Score (F1) as
evaluation metrics.

5.1.4. Baseline

For zero-shot event extraction, we select four strong
baseline methods for comparison: (1) “Transfer”
(Huang et al., 2018) offers a shared semantic rep-
resentation space for all event types, enabling the
model to handle unseen event types. (2) “LR-ILP”
(Zhang et al., 2021) identifies events using estab-
lished tools and then maps them to their seman-
tically closest categories through label represen-
tation. (3) “TE/QA” (Lyu et al., 2021) formulates
zero-shot event extraction as Textual Entailment
(TE) and Question Answering (QA) queries. (4)
“DEGREE” (Hsu et al., 2022) is a prompt-based
event extraction method demonstrating excellent
performance in data-scarce scenarios.

Table 1: Results (%) of event extraction in the zero-
shot scenario.

Model Event Detection
P R F1

Transfer 75.5 36.3 49.1
ILP 54.1 53.1 53.6
TE/QA - - 41.7
DEGREE† 52.4 53.7 53.1
ChatGPT-joint 51.7 53.4 52.5
MDEE 52.0 53.8 52.8

Model Argument Extraction
P R F1

Transfer 16.1 15.6 15.8
ILP 4.6 10.0 6.3
TE/QA - - 16.8
DEGREE† 45.1 15.3 22.8
ChatGPT-joint 15.9 16.4 16.1
MDEE 23.3 24.1 23.6

We evaluate the event generation method pro-
posed in this paper based on three representative
event extraction methods: (1) “OneIE” (Lin et al.,
2020) is a fine-tuning-based method that applies
encoder-only PLMs as its backbone, demonstrating
substantial effectiveness in scenarios replete with
data. (2) “Text2event” (Lu et al., 2021) is a gener-
ative method utilizing an encoder-to-decoder struc-
ture PLM to directly generate structural event infor-
mation. (3) “DEGREE” (Hsu et al., 2022) is based
on a decoder-only pre-trained language model.
Furthermore, we also select an event generation
method (Yang et al., 2019) proposed by Yang et al.
as a competitive baseline.

5.2. Zero-shot Event Extraction

Table 1 shows the performance of our proposed
multi-turn dialogue-based event extraction method
against baseline approaches in the zero-shot sce-
nario. Herein, “ChatGPT-joint” indicates instructing
the LLM to output all information, including triggers
and event arguments, in one step, which would or-
dinarily require multiple steps in MDEE. Compared
to the baseline methods, the approach proposed
in this paper achieves competitive performance in
event detection and attains significant improvement
in argument extraction. This demonstrates the ef-
fectiveness of the dialogue-based event extraction
method proposed under the zero-shot scenario.
In comparison to “ChatGPT-joint”, though MDEE
performs equivalent in event detection, it shows
remarkable improvement in argument extraction.
This attests to the efficacy of our proposed multi-
turn dialogue technology in enabling the LLM to cap-
ture event arguments. Additionally, we observed
noteworthy room for improvement in both event
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Figure 6: Comparisons of F1 scores for each category in event detection and argument extraction after
improving the training set using different methods.

extraction and argument extraction for MDEE, the
causes of which are analyzed in Subsection 5.4.

5.3. Event Generation
To vividly demonstrate the effectiveness of the
proposed event generation method in alleviating
the constraints of long-tail distribution in current
datasets, we conduct comparative experiments
on three representative event extraction methods,
each employing different paradigms and structures.
“Original ACE-2005” indicates training EE models
on the initial training set of the ACE-2005 dataset.
We leverage the event generation method intro-
duced in this study to enhance the training set’s
data distribution via two strategies: “Balance” and
“Augmentation”. The “Balance” strategy ensures a
constant sample size of 200 for each event type
within the training set. We randomly sample 200
instances from the initial training set for categories
with over 200 instances and enhance those with
fewer instances using generated data. “Augmen-
tation” involves enriching the original training set
with generated data. “Yang’s method” implies that
we devise 200 instances for each event type using

their approach to boost the argument samples in
the ACE-2005 dataset.

5.3.1. Category-specific Results

Figure 6 presents comparisons of F1 scores across
different categories achieved by three EE meth-
ods, assisted by different data generation methods.
(1) The event extraction performances of the three
methods under consideration are sensitive to the
distribution of raw data and exhibit significant vari-
ability in the extraction of disparate event types.
The disparity is more noticeable in methods using
the fine-tuning paradigm than the prompt-based ap-
proach. (2) Data generated using the method pro-
posed in this paper considerably mitigates the origi-
nal dataset’s disadvantageous long-tail distribution.
Evident in Figure 6, the introduction of “Balance” or
“Augmentation” significantly enhances the F1 score
of each category, irrespective of the EE method em-
ployed. This improvement is markedly noticeable
for event types with extremely few samples. (3)
Compared to Yang’s method, using our generated
data brings substantial performance improvement
in various categories of event arguments.
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Figure 7: Schematic diagram of typical “misjudgments” in the zero-shot scenario.

Table 2: F1 scores (%) on ACE-2005 with different
training data.

Data Event Detection
OneIE Text2event DEGREE

Original ACE 37.2 37.9 40.1
Balance 68.1 60.3 60.9
Augmentation 68.6 61.8 61.8

Model Argument Extraction
OneIE Text2event DEGREE

Original ACE 23.0 26.7 34.4
Yang’s method 48.2 50.4 50.7
Balance 51.8 53.3 54.0
Augmentation 58.6 52.9 52.2

5.3.2. Overall Results

Table 2 illustrates the overall performance of the
three existing EE methods on balanced test sets
for various data augmentation strategies. It can
be observed that models trained on the original
training set perform poorly on the balanced test set.
The introduction of additional generated events sig-
nificantly improves the performance of the existing
event extraction methods. Compared to the method
proposed by Yang et al., the event data generated
in this study bring about more remarkable improve-
ment. This confirms the effectiveness of the event
generation method proposed in this study.

5.4. Error Analysis in Zero-shot EE

We analyzed MDEE’s output in the zero-shot
scenario, discovering some “misperceptions” that,
strictly speaking, cannot be categorized as errors.
We classified them into the following three cate-
gories: Extra Prediction (EP), Missing Prediction
(MP), and Argument Co-reference (AC), which are
vividly illustrated in Figure 7 using a compelling
example. Specifically, “extra prediction” refers to
the instances when the MDEE outputs an event

or argument that appears in the sentence but is
not annotated. For instance, in the sentence in
Figure 7, the “Sentence” event is not included in
the “Golden annotation”, yet the remote large lan-
guage model still captures it due to its powerful
generative understanding. “Missing prediction” in-
dicates an absence of elements in our method’s
output that are present in the actual annotation,
with no direct evidence for its appearance. For ex-
ample, in the sample sentence, there is no direct
evidence to suggest that “Anwar Ibrahim” appealed
in “Malaysia”. “Element co-reference” refers to the
incongruity between the text representation of the
predicted arguments by the MDEE and their actual
values in golden annotations but they essentially
refer to the same entity or attribute value. The pie
chart in Figure 7 shows that these three types of
"misjudgments" make up a significant proportion of
all errors in argument extraction. Therefore, MDEE
actually possesses more substantial event extrac-
tion capabilities than reported in Table 1.

6. Conclusion

In response to the issue of event extraction be-
ing constrained by the long-tail distribution of cur-
rent datasets, this paper proposes solutions from
both methodological and data perspectives. Firstly,
leveraging large language models, we propose a
zero-shot event extraction approach based on multi-
turn dialogues, which extracts triggers and argu-
ments of each type by preserving historical dia-
logue information for In-context learning. Secondly,
from the data perspective, a three-step approach
of decomposition, sampling, and reconstruction for
event generation is proposed. Compared to tra-
ditional methods, it enables the generation of se-
mantically coherent and variously formatted event
data. Comprehensive numerical experiments vali-
date the effectiveness of our proposed methods for
event extraction and generation.
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