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Abstract
Emotion-cause pair extraction (ECPE) main focus is on extracting all potential emotion clauses and corresponding
cause clauses from unannotated documents. Existing methods achieve promising results with the help of fine-tuning
and prompt paradigms, but they present three downsides. First, most approaches cannot distinguish between
the emotion-cause pairs that belong to different types of emotions, limiting the existing approaches’ applicability.
Second, existing prompt methods utilize a one-to-one mapping relation to achieve label words to category mapping,
which brings considerable bias to the results. Third, existing methods achieve the cause extraction task supported
by explicit semantic understanding or basic prompt templates, ignoring the implicit information contained in the
cause clauses themselves. To solve these issues, we propose an Emotion knowledge-aware Prompt-tuning for
Emotion-Cause Pair Extraction (EmoPrompt-ECPE) method, which integrate the knowledge of emotion categories
in the ECPE task and mine the implicit knowledge of cause clauses. Specifically, we inject the latent knowledge
of the cause clauses and the emotion types into the prompt template. Besides, we extend the emotion labels for
many-to-one mapping of label words to categories with an external emotion word base. Furthermore, we utilize the
cosine similarity filtering of the label word base to reduce the noise caused by knowledge introduction. Experiments
on both Chinese and English benchmark datasets show that our approach can achieve state-of-the-art results. Our
code and data can be found at: https://github.com/xy-xiaotudou/EmoPrompt-ECPE.
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1. Introduction

The purpose of sentiment analysis is to classify
texts into positive, neutral, negative, or more fine-
grained emotional categories by analyzing the con-
tent of given text, which plays a vital role in decision-
making and behavior analysis. However, recent
research is focused on identifying the reasons be-
hind the emotions instead on discovering emotional
polarity (Gui et al., 2016a,b; Xu et al., 2017; Cheng
et al., 2017). Emotion cause analysis (ECA) helps
to provide insight into the emotions expressed in a
text and the reasons behind their expression, and
it has a wide range of applications including but not
limited to opinion monitoring and customer service.

One of the most well-known tasks for ECA is
Emotion Cause Extraction (ECE), which main ob-
jective is to determine the cause of a given emo-
tion expressed in text. However, it requires pre-
annotation of the emotion before performing cause
extraction, which limits its application in real-world
scenarios. Moreover, it disregards the associa-
tion between emotion and cause clauses. In or-
der to tackle these problems, (Xia and Ding, 2019)
described a new task, Emotion-Cause Pair Ex-
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Figure 1: Here is a sample document that incor-
porates common-sense knowledge gathered from
COMET’s xReaction relationship. The xReaction
relationship refers to the emotions experienced by
the primary entity in the occurrence. For example,
emotion clause C4’s xReaction is "happy", the xRe-
action for the cause clauses C3 and C2 of C4 are
both "relieved", and it is clear that the xReaction’s
corresponding to cause and emotion clauses are
different.

traction (ECPE), which can directly extract all po-
tential emotion-cause pairs (ECPs) from unanno-
tated text, as illustrated in Figure 1. The docu-
ment has six clauses, and C4 shows the emo-
tion "happy" caused by C2 and C3. Clause C5
expresses a feeling of "worried," which relates to

https://github.com/xy-xiaotudou/EmoPrompt-ECPE


5679

C6. Therefore, the output includes a set of ECPs:
{(C4, C2), (C4, C3), (C5, C6)}.

Intuitively, ECPE is achieved by solving three
individual tasks: Emotion clause Extraction (EE),
Cause clause Extraction (CE), and Pair extraction
(ECPE). Based on this intuition, (Xia and Ding,
2019) first presented a 2-step pipeline framework
where the emotion and cause sets are first ex-
tracted independently, and then their elements are
paired and filtered one by one. However, this 2-
step method is prone to cascading errors, allowing
errors occurrence in the first step to be passed
on to the second step. Researchers attempted to
construct a one-step framework for the ECPE task
and proposed several compelling end-to-end works
to solve this issue. Current literature approaches
ECPE task (1) as a multi-task joint learning of three
tasks (Huang et al., 2023; Li et al., 2023), (2) using
graph constructions to represent the relations be-
tween emotions and causes (Chen et al., 2020b;
Liu et al., 2022; Chen and Mao, 2023), (3) as a
sequence tagging problem (Fan et al., 2020; Yuan
et al., 2020; Cheng et al., 2021) and (4) as a ma-
chine reading comprehension problem (Zhou et al.,
2022; Nguyen and Nguyen, 2023).

Figure 2: The generic forms of processing for emo-
tion classification tasks are fine-tuning and prompt-
tuning, respectively.

Although existing approaches differ in model
structures, they all use a fine-tuning paradigm. As
illustrated in Figure 2, the fine-tuning approach first
obtains the feature representation of each clause
from a pre-trained language model (PLM) or word
embedding. After that, the contextual represen-
tation is obtained from the context encoder and
combined with the clause-level position information
or dataset bias (i.e., nearly 87% of cause clauses
are located near emotion clause in the Chinese
dataset). Finally, the merged representation is
fed into the fully connected layer for task predic-
tion. However, the context encoder in fine-tuning
paradigm is often designed for a specific task goal,
requiring redesign and training for different tasks.
The position information makes the model sensitive
to data distribution, which may cause performance
degradation when biases exist in the data distribu-
tion.

Unlike the fine-tuning paradigm, the prompt

paradigm is naturally applicable to multi-task learn-
ing, which enables explicit modeling of multiple-
task objectives by converting a specific fine-tuning
task into a pre-trained task. Based on this, (Zheng
et al., 2022) proposed UECA-Prompt, which pro-
vides an effective solution for ECPE tasks by con-
structing prompts to guide the modeling of the three
sub-tasks. However, existing prompt-tuning ap-
proaches suffer from the following issues: (1) they
do not know which emotion is contained in the ex-
tracted ECPs, (2) the one-to-one verbalizer limits
the coverage of labeled words, affecting the model’s
generalization ability, and (3) the "is/isn’t a cause
clause" template does not learn the latent semantic
information of the cause clause well.

In general, the emotion clauses usually contain
an emotion keyword, such as "happy" and "worried"
in this case, and cause clauses generally represent
an event or an action. This feature alone is not good
enough to effectively identify the cause clause. For
this reason, we extract and use the implicit knowl-
edge in the text, such as common-sense, to assist
Cause Clause Extraction task. With the help of
Atomic1, we obtained the xReaction knowledge of
each clause in the document, as shown in Figure 1.
xReaction of the emotion clause C4 is "happy", and
the xReaction of the corresponding cause clauses
C2 and C3 are both "relieved". C5 has an xRe-
action of "worried". The xReaction of its cause
sentence C6 is "sad". We noticed that: the cause
clause always appears in the text where the xRe-
action is different from the emotion sentence, and
this phenomenon accounts for 90% of the overall
benchmark data.

Motivated by the above problem, we pro-
pose an Emotion Knowledge-aware Prompt-
Tuning for Emotion-Cause Pair Extraction method
(EmoPrompt-ECPE). Specifically, in EmoPrompt-
ECPE the three sub-tasks of ECPE are designed
as three sub-prompts and explicitly models the
relationship among them by combining the sub-
prompts. We convert the CE task into sub-prompts:
"i feel things changed/unchanged" to exploit the
latent knowledge of the text. For the EE task, we
integrate the verbalizer to expand label words with
the help of an external knowledge base to achieve
many-to-one category mapping. To cope with the
noise caused by label word expansion, we design
a relevance-based selection method to improve the
accuracy and stability of the model.

The main contributions of this paper are as fol-
lows:

• We propose an EmoPrompt-ECPE task by in-
corporating an external knowledge base to
reduce the bias due to single emotion label
words, while easily distinguishing ECPs of dif-

1https://mosaickg.apps.allenai.org/kg_atomic2020
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ferent emotion types, and effectively exploiting
textual implicit knowledge to improve model
performance.

• We construct a complete knowledge base
of sentiment labels containing six categories:
Happiness, Sadness, Anger, Disgust, Sur-
prise, and Fear.

• EmoPrompt-ECPE improves state-of-the-art
results on two typical datasets.

2. Related Work

(Xia and Ding, 2019) first presented the ECPE task
and designed a pipeline model consisting of two
classifiers. The first classifier is trained to extract
emotion clauses and cause clauses separately, and
then the second one is trained to eliminate nega-
tive samples. Although it yielded promising per-
formance, it still suffers from cascading errors. In
addition, the pair extraction model and the clause
extraction model are independent of each other,
leading to the inability of the method to fully exploit
the correlation between tasks.

To avoid these problems, numerous end-to-end
methods have emerged. (Wei et al., 2020) propose
RankCP to handle the ECPE task from a ranking
perspective, modeling the relationships between
clauses using graph attention networks. (Ding et al.,
2020a) propose ECPE-2D to denote the ECPs in
a 2D representation scheme and uses a 2D trans-
former to model the interactions between different
ECPs. (Song et al., 2020) propose E2EECPE,
which treats the ECPE task as predicting directional
links among emotions and causes through biaffine
attention. (Wu et al., 2020) present MTNECP that
combines EE and CE to learn emotion-cause re-
lationship classification and share useful features
across tasks. (Cheng et al., 2020) propose SLSN
consisting of the emotion and cause sub-networks
to enable simultaneous detection and matching.
(Chen et al., 2022a) present a recurrent synchro-
nization network to model the interaction across
different tasks. (Hu et al., 2022) transforms ECPE
into a probabilistic problem to leverage joint learn-
ing of emotion and cause clauses with the help of
mutual information. (Chen et al., 2022b) propose
an A2Net to model multi-tasks. (Huang et al., 2023)
design an interactive attention module (IA-ECPE)
for ECPE tasks. (Li et al., 2023) design an end-
to-end multi-task model containing a shared and
task-specific module. (Chen et al., 2020b) present
a PairGCN to model dependency relations among
candidate pairs, while (Liu et al., 2022) contrarily
propose PBJE, a pair-based joint coding network.
(Chen and Mao, 2023) present a multi-granular
graph to solve the Emotion-Cause Pair Extraction
task. (Ding et al., 2020b) propose a multi-label

learning method that transforms the ECPE task
into the problem of extracting the emotion/cause-
pivot cause/emotion in the sliding window. (Chen
et al., 2020a) and (Cheng et al., 2021) allocate
the emotion category labels to emotion and cause
clauses, and by capturing the emotion consistency,
it easily distinguish the ECPs of different emotion
types. (Yuan et al., 2020) and (Fan et al., 2021)
carry out the emotion-cause pairs extraction by
encoding the distance between the emotion and
cause clauses into labels, capturing the positional
bias to extract the emotion and the corresponding
cause simultaneously. (Chang et al., 2022) and
(Zhou et al., 2022) tackle the Emotion-Cause Pair
Extraction task as machine reading comprehension
problem. (Nguyen and Nguyen, 2023) cast the
Emotion-Cause Pair Extraction task to the question
answering problem.

Unlike the above fine-tuning approaches, (Zheng
et al., 2022) propose a prompt learning based
Emotion-Cause Pair Extraction approach. This
method transforms the three sub-tasks of ECPE
into three sub-objectives and realizes the extrac-
tion of multiple sub-tasks by constructing special
prompts. However, existing methods cannot distin-
guish the emotion categories of the extracted pairs
and cannot also utilize potential semantic informa-
tion of the cause clauses, such as the emotion
state of the primary entity in the clause. Contrarily,
our approach leverages the potential semantics of
the cause clauses and distinguish pairs of differ-
ent emotion categories. In doing so, it uses spe-
cific prompt structure while extending the mapping
between labels to categories supported by an ad-
ditional emotion knowledge base to enhance the
performance of the ECPE task.

3. Problem Formulation

ECPE aims to extract pairs of emotions and its cor-
responding causes from a given document (see
Figure 1). The input is a document with multi-
ple clauses, represented as D = (c1, c2, . . . , cn),
where n is the number of clauses. Each clause
represented as ci = (wi

1, w
i
2, . . . , w

i
m), where m is

the length of the clause. The outcome is an ex-
tracted set P containing all ECPs from D: P =
{(cemo1 , ccau1), . . . , (cemol , ccaul)}. Here, cemol and
ccaul are the emotion and cause clauses in the l-th
pair, respectively.

4. Approach

The proposed EmoPrompt-ECPE mainly contains
four parts, sub-prompts for task decomposition,
emotion verbalizer construction, verbalizer adjust-
ment, and task implementation, as shown in Fig-
ure 3. We transform the classification tasks into
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Figure 3: The overview of the EmoPrompt-ECPE. [MASK]e, [MASK]c, [MASK]r are the sub-prompts
for EE, CE, and ECPE. The knowledge Verbalizer maps predictions over emotion words into emotion
category labels.

masked language modeling (MLM) problems with
the help of prompt-tuning blocks enhanced by emo-
tional knowledge. EmoPrompt-ECPE first wraps
the input documents according to the templates.
Then, the PLM obtains the probability of each word
in the vocabulary being filled into the [MASK]. After
that, the label mapping of CE and ECPE tasks
is obtained directly from the probabilities, while
the EE task performs the mapping using the pre-
constructed emotion label word set.

4.1. Sub-prompts for ECPE
For the ECPE task, we design three sub-prompts
for three sub-tasks: emotion constraint template,
cause constraint template, and relationship con-
straint template.

Emotion Constraint Template, shown as the
purple rectangle in Figure 3, is used to determine
the emotion category of the clauses. Specifically,
each clause ci in the document D is classified
into an emotion category Ye = {Happiness, Sad-
ness, Anger, Disgust, Surprise, Fear, None}. The
template "contains [MASK] emotion", and the can-
didate label words used to predict answer [MASK]
is given by the label word set Ve consisting of ad-
ditional sentiment words. For clause c4 = "4:The
old man was very happy.", we follow the template
to wrap it as cp4 = "[CLS] 4:The old man was very
happy. contains [MASK] emotion." Then the PLM
M gives the probability PM ([MASK] = ve|cp4) of
the words that will be filled in the [MASK]. Then the
probability of label ye ∈ Ye given by:

P (ye|cp4) = g(PM ([MASK] = ve|cp4)|ve ∈ V y
e )

where V y
e denote the subset of Ve that is mapped

into a specific label ye.
Cause Constraint Template, shown as the or-

ange rectangle in Figure 3, determines whether a
clause ci in document D is a cause clause. The
template is "I feel things [MASK]", and the candi-
date tag words for predicting answer [MASK] in-
clude "changed" and "unchanged". The "changed"
indicates that the current clause is a cause clause,
and the "unchanged" says it is not. Unlike the many-
to-one label mapping in the emotion module, the
cause module uses a one-to-one mapping relation-
ship.

Relationship Constraint Template, shown as
the gray rectangle in Figure 3, is used to determine
the clause associated with the current clause. The
template is "corresponds to [MASK]", while the an-
swer slots [MASK] are "{1, 2, i, . . . , n, none}", where
n is the number of clauses in the document and
"none" means there is no clause related to the cur-
rent clause. The i indicates that the i-th clause is
related to the current clause. To better learn the or-
der of clauses in the document, we use the unique
identifier value representing each clause as input to
the model with the textual information. Put it simply,
the serial number of the clause is learned directly
as part of the input.

4.2. Emotion Verbalizer Construction
The verbalizer is a particularly critical component in
the process of prompt-tuning mask prediction, and
its main role is mapping label words to categories to
promote better emotion classification. This process
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is not a single-choice process as multiple candi-
dates can be generated based on the context. It
also dictates the construction of a label word base
with broad coverage and slight subjective bias for
this many-to-one mapping. Therefore, we construct
a reasonable and reliable emotion label word base
for the EE sub-task by introducing an external emo-
tion knowledge base.

The key role of EE is to mine the cue words
associated with the emotion category from all sub-
clauses, and these cue words are considered as
projections of label words. In other words, we can
identify various emotions quickly if we have a large
and complete label word base of emotions contain-
ing all emotion categories.

Therefore, we introduce the Sentiment Ontology
Library2 as an additional Chinese emotion word
base for Chinese emotion categories. Similarly, we
use NRC Emotion Lex3 as an external English emo-
tion word base. The collected emotion word base
consists of the additional emotion word base and
the cue words from the ECPE benchmark dataset.
Table 1 shows some examples of the emotion word
base.

4.3. Emotion Verbalizer Adjustment
The Chinese and English sentiment words we col-
lected cover most of the label words involved in
the six emotion classification systems proposed by
Ekman. Although this is a sentiment word base
containing a comprehensive vocabulary, the exter-
nal word base is not tailored for the ECPE task,
which introduces some noise (such as ambiguity,
as shown in Figure 3, ’SURPRISE’ is not in the
’HAPPINESS’ emotion). For this reason, it is nec-
essary to adapt the collected word base to retain
large-scale, high-quality label words.

We mainly filter the label word database based
on the correlation between label words and emotion
categories to obtain the relevance of label words
to each emotion category. We use the predicted
probability of label words on the support set S̃ as
a vector representation qv of label words with qv ’s
i-th element given by:

qvi = PM ([MASK] = v|cpi ), ci ∈ S̃

where cpi denotes the clause xi combined with the
template p.

For the vector representation of emotion cate-
gories, we assume that the name of each category
is ve0, e.g., happiness for the Happiness category.
Then we use the vector representation of these
names qve0 as the vector qye of these emotion cate-
gories. In doing so, the relevance of the label word

2https://github.com/ZaneMuir/DLUT-
Emotionontology

3http://saifmohammad.com/WebPages/lexicons.html

and the emotion category can be expressed as the
cosine similarity between the two vectors:

r(ve, ye) = cos(qve , qye) = cos(qve , qve0)

Additionally, some labeled words have high cor-
relations with multiple categories, which may easily
lead to class confusion. For example, the label
"tearful" of the category "Happiness" may also be
assigned to the category "Sadness" with high prob-
ability. In order to address this issue, we designed
a metric that prefers label words with high rele-
vance to the category to which it belongs and low
relevance to other categories:

R(ve) = r(ve, f(ve))
|Ye| − 1∑

ye∈Ye,y ̸=f(ve)
(r(ve, ye))

where f(ve) is the corresponding category of ve.
Ideally, the relevance score of the category to

which a good label word belongs should be at least
higher than the average relevance score of other
categories. Therefore, we removed tag words with
R(ve) < 1.

We perform the above operations separately on
the introduced additional emotion word base and
the task-related database to obtain a two word base
with relatively high intra-class relevance, denoted
as the “BASIC” and the “INTRA” word base, re-
spectively. The primary statistical information of
the emotion word base is shown in Table 2.

It can be seen clearly from Table 2 that the "BA-
SIC" word base is imbalanced, e.g., there are 25
label words in the "Happiness", while the "Surprise"
category has only 3. This can lead to bias in the
semantic understanding of the model and affect
the accuracy of the model. In order to narrow the
gap, we complement the "BASIC" class with the "IN-
TRA" one to obtain a "HYBRID" emotion word base
with relatively balanced categories. The "HYBRID"
can ensure a certain degree of generalization with
internal knowledge.

4.4. ECPE Implementation
The composite prompt function for the ECPE task
is:

fECPE(ci) = ci[M ]e[M ]c[M ]r

where [M ]e, [M ]c, and [M ]r are the sub-prompts
for EE, CE, and ECPE, respectively.

For the mapping of EE, we consider that the
corresponding label words of an emotion category
contribute equally to the predicted label. So, we
utilize the average of the predicted scores on V y

e

as the predicted score for label ye, ye ∈ Ye and the
predicted label ŷe given by:

ŷe = argmax

∑
ve∈V e

y
P̃M ([MASK] = ve|xp

i )

|V e
y |
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Dataset Label Label Words
Sentiment Ontology Library happiness
Chinese benchmark dataset fear
NRC Emotion Lex happiness
NTCIR-13 disgust

Table 1: Examples of the expanded label words. Here, we only show the label words for happiness
and fear sentiment. The Chinese sentiment label words comprise the external Sentiment Ontology and
Chinese benchmark corpus. The English sentiment label words include the NRC Emotion Lex and
NTCIR-13 corpus.

Word Base Happiness Sadness Anger Disgust Surprise Fear
BASIC 25 19 3 22 3 5
INTRA 36 46 10 27 8 15

HYBRID 25 19 13 22 10 19

Table 2: The basic statistical information of the
obtained emotion word base.

The prediction of CE can be mapped from the in-
termediate result of [M ]c] directly from the indicator
function, formalized as:

Pc(ci) =

{
1, m̂c =

′ changed′

0, m̂c =
′ unchanged′

where m̂c is the highest scoring output of the search
function:

m̂c = argmax p(f(x
′
,mc); θ)

where f(x
′
,mc) is employed to fill the answer [Mc]

in prompt x′ with the potential answer mc.
From the results for [M ]c and [M ]r, the prediction

of ECPs can be obtained as follows:

Ppair(ci) =

{
(i, j), m̂r =′ j′&m̂c =

′ changed′

null, others

where (i, j) indicates that clause i and clause j
are ECPs in this document, with i-th clause as
the emotion clause and j-th as the cause clause.
Moreover, "null" indicates no clause related to the
current clause.

Summing up, the extraction of ECPs mainly in-
volves emotion extraction, cause extraction, and re-
lationship extraction. Emotion extraction will get the
sentiment category of the clause. Cause extraction
will determine whether it is a cause clause by judg-
ing "I feel things changed/unchanged". And relation
extraction will find out the clauses related to the cur-
rent one. If the current clause has m̂c =

′ changed′

and m̂r = j, j! = null, we associate the clause
with j to form an ECP.

5. Experiments

5.1. Datasets and Metrics
We conducted experiments on two benchmark
datasets: one is the Chinese benchmark dataset

published by Rui Xia (2019), which consists of Sina
City News and the other is the English dataset
NTCIR-13 Workshop Qinghong Gao (2017), com-
posed of English novels. For both datasets, we fol-
low the setup of (Xia and Ding, 2019). For the data
split strategy, we utilize the 10-fold cross-validation
method. We then evaluate our results using preci-
sion (P), recall (R), and F1-score metrics on three
tasks: ECPE, EE, and CE. To minimize the effect
of randomization, we execute the task 10 times to
obtain the average results.

5.2. Implementation Details
We implement EmoPrompt-ECPE based on Trans-
formers4. Using (1) WoBERT as our encoding
backbone for Chinese data, which is a Chinese
PLM based on word granularity and (2) BERT-base-
uncased as the encoding backbone for English
data. As for the training, we apply the adaptive
moment estimation (ADAM) optimizer to optimize
the loss function with the batch size and the learn-
ing rate set to 2 and 1e − 5, respectively. For the
loss function setting, we use the CrossEntropy loss
function. The experiments are run on the Ubuntu
Operating System using an NVIDIA GeForce RTX
3090 Ti 24G GPU.

5.3. Baseline Models
We compare our proposed method in this pa-
per with the following methods for the Chinese
dataset: a 2-step framework Indep, Indep-EC,
Indep-CE (Xia and Ding, 2019); End-to-end meth-
ods, RANKCP (Wei et al., 2020), ECPE-2D (Ding
et al., 2020a), PairGCN (Chen et al., 2020b),
ECPE-MLL (Ding et al., 2020a), RSN (Chen et al.,
2022a), A2Net (Chen et al., 2022b), PBJE (Liu
et al., 2022), ECPE-MTL (Li et al., 2023), IA-
ECPE (Huang et al., 2023). The comparison was
also extended to sequence labeling methods, such
as TransECPE (Fan et al., 2020), Tagging (Yuan
et al., 2020), UTOS (Cheng et al., 2021), machine
reading comprehension methods, such as MM-
R (Zhou et al., 2022), Guided-QA (Nguyen and

4https://github.com/huggingface/transformers
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Main Task Auxiliary Task
Emotion-Cause Pair Extraction Emotion Clause Extraction Cause Clause Extraction

Approach F1 (%) P (%) R (%) F1 (%) P (%) R (%) F1 (%) P (%) R (%)
2-step framework

Indep 58.18 68.32 50.82 82.10 83.75 80.71 62.05 69.02 56.73
Inter-CE 59.01 69.02 51.53 83.00 84.94 81.22 61.51 68.09 56.34
Inter-EC 61.28 67.21 57.05 82.30 83.64 81.07 65.07 70.41 60.83

End-to-end Methods
RANKCP 73.60 71.19 76.30 90.57 91.23 89.99 76.15 74.61 77.88
ECPE-2D 68.89 72.92 65.44 89.10 86.27 92.21 71.23 73.36 69.34
PairGCN 72.02 76.92 67.91 83.75 88.57 79.58 73.75 79.07 69.28

ECPE-MLL 74.52 77.00 72.35 88.86 86.08 91.91 76.30 73.82 79.12
RSN 73.93 76.01 72.19 87.55 86.14 89.22 75.45 77.27 73.98

MGSAG 75.21 77.43 73.21 87.17 92.08 82.11 77.12 79.79 74.68
A2Net 76.34 75.03 77.80 90.80 90.67 90.98 78.35 77.62 79.20
PBJE 76.37 79.22 73.84 88.76 90.77 86.91 78.78 81.79 76.09

ECPE-MTL 75.03 75.48 75.57 90.04 90.93 89.22 77.49 77.69 77.39
IA-ECPE 64.78 69.80 60.56 83.23 85.24 81.38 67.43 72.53 63.22

Sequence labeling Methods
TransECPE 70.72 77.08 65.32 85.88 88.79 83.15 72.33 78.74 66.89

Tagging 67.76 72.43 63.66 77.39 81.96 73.29 70.18 74.90 66.02
UTOS 72.03 73.89 70.62 85.56 88.15 83.21 74.71 76.71 73.20

Machine Reading Comprehension Methods
Guided-QA 75.40 71.90 79.20 72.90 77.10 69.20 87.60 84.70 90.80

MM-R 80.62 82.18 79.27 93.70 97.38 90.38 81.35 83.28 79.64
Prompt-tuning based Methods

UECA-Prompt 74.70 71.82 77.99 88.16 84.75 91.95 77.55 76.24 79.16
EmoPrompt-ECPE(BERT) 92.39 93.15 92.19 97.43 97.85 97.25 94.25 94.70 94.34

EmoPrompt-ECPE(WoBERT) 93.71 94.19 93.65 97.58 98.01 97.42 95.13 95.40 95.37

Table 3: The main results compare our EmoCPrompt-ECPE model with the existing Chinese benchmark
dataset benchmark methods.

Emotion-Cause Pair Extraction Emotion Clause Extraction Cause Clause Extraction
Method F1 (%) P (%) R (%) F1 (%) P (%) R (%) F1 (%) P (%) R (%)
Indep 43.67 46.94 41.02 69.40 67.41 71.60 53.01 60.39 47.34

ECPE-2D 50.73 60.49 43.84 71.89 74.35 69.68 58.55 64.91 53.53
ECPE-MLL 51.21 59.26 45.30 72.55 75.46 69.96 61.10 63.50 59.19
E2E-PExtE 50.17 51.34 49.29 69.43 71.63 67.49 52.26 66.36 43.75
IA-ECPE 50.05 60.14 43.03 71.80 73.98 69.85 58.80 63.87 54.55

EmoPrompt-ECPE 79.20 79.71 80.02 85.44 85.74 85.72 86.09 86.37 87.03

Table 4: The main results compare our EmoCPrompt-ECPE model with the existing English benchmark
dataset benchmark methods.

Nguyen, 2023), and prompt-tuning based method,
such as UECA-Prompt (Zheng et al., 2022).

For the English dataset, we compare the pro-
posed method with Indep, E2E-PExtE (Singh et al.,
2021), ECPE-2D (Ding et al., 2020a), ECPE-
MLL (Ding et al., 2020a), and IA-ECPE (Huang
et al., 2023).

5.4. Main Results
Results on Chinese data Table 3 shows the ex-
perimental results on the Chinese dataset. Our
EmoPrompt-ECPE approach shows an obvious ad-
vantage over previous works for three tasks. The
sub-prompt templates with emotional knowledge
perception and the reflecting implicit knowledge
of the clauses play an essential role, while the
former fully explore the global information of the
whole document instead of the local information of

the individual clauses. Significantly, EmoPrompt-
ECPE improves the F1 value on the main task of
ECPE by 32.43% compared to Indep-EC. This is
because the 2-step framework for EE and CE alone
ignores the correlation relationship among emotion
and cause, while our method achieves multi-task
learning for three sub-tasks by prompt learning,
which considers the relationship between tasks.
Compared with end-to-end joint multitask learning
methods, such as RANKCP, ECPE-MLL, and PBJE,
our method improves F1 values on the ECPE main
task by 20.11%, 19.19%, and 17.34%, respectively.
Unlike the above-mentioned explicit modeling of
the relationship between the three sub-tasks, our
method models the relationship by constructing
sub-prompts. Our approach is still competitive com-
pared with TransECPE, Tagging, and UTOS, which
address the ECPE task as a sequence tagging
issue, or Guided-QA and MM-R methods, which
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Emotion-Cause Pair Extraction Emotion Clause Extraction Cause Clause Extraction
Method F1 (%) P (%) R (%) F1 (%) P (%) R (%) F1 (%) P (%) R (%)

EmoPrompt-ECPE 93.71 94.19 93.65 97.58 98.01 97.42 95.13 95.40 95.37
w/o emotion-prompt 93.95 94.53 93.57 - - - 95.72 96.04 95.83
w/o cause-prompt 93.55 94.26 93.31 97.51 98.05 97.40 - - -

w/o relationship-prompt - - - 97.77 98.29 97.49 95.23 95.61 95.38

Table 5: The experimental results of different sub-prompts for Emotion-Cause Pair Extraction task and
two sub-tasks on the Chinese benchmark dataset.

Emption-Cause Pair Extraction Emotion Clause Extraction Cause Clause Extraction
Method F1 (%) P (%) R (%) F1 (%) P (%) R (%) F1 (%) P (%) R (%)

Chinese benchmark dataset
BASIC 93.73 94.38 93.56 97.48 97.97 97.25 95.30 95.69 95.46
INTRA 93.71 94.19 93.65 97.59 98.01 97.42 95.13 95.40 95.37

HYBRID 93.72 94.25 93.63 97.58 98.08 97.33 95.18 95.33 95.50
English benchmark dataset

BASIC 79.11 79.69 79.81 85.26 85.44 85.62 86.38 87.19 86.77
INTRA 78.93 79.51 79.70 85.43 85.69 85.76 86.01 86.41 86.87

HYBRID 79.20 79.71 80.02 85.44 85.74 85.72 86.09 86.37 87.03

Table 6: The results of different emotion label word bases for Emotion-Cause Pair Extraction and two
sub-tasks on two benchmark datasets.

convert the ECPE task to a machine reading com-
prehension problem. While these methods are es-
sentially classification problems, our EmoPrompt-
ECPE is a mask prediction problem that can better
exploit the contextual information in the text. More-
over, compared with UECA-Prompt, which is also
based on prompt-tuning, our method improves F1
on the ECPE main task by 19.01%, mainly because
it constructs sub-prompt templates that incorporate
the emotion knowledge base and the implicit knowl-
edge of the cause clause. Similar results were
obtained on the EE and CE sub-tasks.

Results on English data We also evaluate our
model on the English dataset, and the results are
summarized in Table 4. Our method generally out-
performed the fine-tuning-based works such as
ECPE-MLL, and IA-ECPE on the ECPE task, im-
proving the F1 values by 27.99%, and 29.15%, re-
spectively. It further demonstrates that (1) the mask
prediction model based on prompt learning can bet-
ter access the contextual information of the text, (2)
the fused additional emotion knowledge base can
extract the label word information which is ignored
by the fine-tuning paradigm, and (3), the utilization
of latent semantic knowledge can help the model
to better understand the task.

5.5. Ablation Experiments
We conducted ablation experiments to analyze the
impact of different components on performance.

Sub-prompt template To explore the extent to
which different sub-prompt templates affect the per-
formance, we set up ablation experiments with
no emotion-prompt, cause-prompt, or relationship-
prompt. The results are shown in Table 5. Ob-

viously, the absence of any of the sub-templates
makes the performance decrease. It indicates that
each sub-template has a different role in the fea-
ture learning process, demonstrating the efficacy
of the three sub-prompts. More specifically, the
model’s performance (F1) decreases more signifi-
cantly without the cause-template, proving that the
cause-prompt dominates in the ECPE task. The
lack of the emotion-prompt causes a decrease in
the R of the ECPE task. In addition, the emotion-
prompt can obtain the emotion category.

Emotion Word Base To verify the impact of emo-
tion word base on performance, we train models
using three-word bases, BASIC, INTRA, and HY-
BRID with the results as shown in Table 6. We
found that for EE task, the HYBRID word base
offers the best results. Through the analysis of Ta-
ble 2, we observe that in HYBRID, the number of
documents for each emotion category is relatively
balanced. Based on this finding, we believe that
HYBRID achieves optimal performance because it
has a relatively balanced sentiment lexicon, which
contributes to a more comprehensive coverage of
the various sentiment categories, thus improving
the accuracy and effectiveness of the task.

WoBERT VS BERT To determine the impact
of PLM on performance, we trained EmoPrompt-
ECPE using WoBERT and BERT, respectively.
As shown in Table 3, we find that the method
using WoBERT performs much better in the
Emotion-Cause Pair Extraction (ECPE) task, with
a 1.32% improvement in F1, 1.04% improve-
ment in P, and 1.46% improvement in R com-
pared to the method using BERT. This signifi-
cant performance improvement can be attributed
to WoBERT’s Chinese-specific design and word-
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based pre-training method. WoBERT is more adap-
tive to the Chinese context than BERT and can
process Chinese data more accurately. The word-
based pre-training model structure makes it more
capable of capturing the characteristics of the Chi-
nese language, achieving a higher performance.

6. Case Analysis

To further validate the proposed EmoPrompt-
ECPE’s effectiveness, we conducted several case
analyses to monitor the performance of the
EmoPrompt-ECPE in the ECPE task.

Case One: [c1]She was in poor health, [c2]and
the baby had to be taken care of. [c3]When Zhang
learned that his wife was going to donate a kidney
to him, [c4]he was touched, [c5]but was also very
worried. [...]. Ground truths:{(c4, c3), (c5, c3)}.
Predictions: {(c4, c3), (c5, c3)}

In Case One, the stimulus of multiple emotion
clauses is an identical cause clause, but these emo-
tion clauses express different emotion polarities.
Our approach handles this situation easily and very
well.

Case Two: [...], [c9]with the help of her
adoptive father’s family, [c10]Wang led a happy
life.[...].[c13]After Wang was abducted, [c14]her
mother regretted it so much. [...]. [c16]But there
was no news, [c17]her mother fell into endless miss
for her daughter.. Ground truths: {(c10, c9), (c14,
c13), (c17, c16)}. Predictions: {(c10, c9), (c14,
c13), (c17, c16)}.

This situation contains intricate multiple ECPs,
and our approach still handles them well.

7. Conclusion

In this paper, we propose Emotion knowledge-
aware Prompt-tuning for Emotion-Cause Pair Ex-
traction, which models the task by transforming
the three sub-task goals into sub-prompts. Among
them, the emotion-prompt extends the verbalizer
in prompt-tuning using an external emotion knowl-
edge base, which realizes a many-to-one mapping
of label words to emotion categories. The cause-
prompt improves the performance of CE and ECPE
tasks by determining the latent semantics of the
cause clause. In future work, we will focus on solv-
ing the problem of unbalanced emotion categories
in the data as well as analyzing cases where the
system fails by incorporation more task specific
data and knowledge.
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