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Abstract
Emotion recognition in conversation (ERC) is a field that aims to classify the emotion of each utterance within
conversational contexts. This presents significant challenges, particularly in handling emotional ambiguity across
various speakers and contextual factors. Existing ERC approaches have primarily focused on modeling conversational
contexts while incorporating only superficial speaker attributes such as names, memories, and interactions. Recent
works introduce personality as an essential deep speaker factor for emotion recognition, but relies on static
personality, overlooking dynamic variability during conversations. Advances in personality psychology conceptualize
personality as dynamic, proposing that personality states can change across situations. In this paper, we introduce
ERC-DP, a novel model considering the dynamic personality of speakers during conversations. ERC-DP accounts for
past utterances from the same speaker as situation impacting dynamic personality. It combines personality modeling
with prompt design and fine-grained classification modules. Through a series of comprehensive experiments,
ERC-DP demonstrates superior performance on three benchmark conversational datasets.

Keywords: Emotion Recognition, Dynamic Personality, Big Five Personality

1. Introduction

Emotion is a intricate construct that encapsulates
an individual’s psychological state, interweaving
their thoughts, feelings, and behaviors. It frequently
finds expression in natural language, serving as
a reflection of one’s emotional condition. With the
advent of instant messaging and social media, the
text data in conversational format has witnessed
a significant surge. As a result, Emotion Recogni-
tion in Conversation (ERC) plays an increasingly
important role in the realm of Natural Language
Processing (NLP). It aims to deduce the emotion
of the speaker engaged in a conversation with one
or multiple interlocutors (Kim and Vossen, 2021).

Unlike vanilla emotion recognition of plain text,
ERC relies on conversational contexts, which is
what early research focused more on. In recent
studies, more approaches have expanded the
scope of analysis, taking into account speaker
factors such as the speaker’s names, conversa-
tional dependencies, and memory traces to dis-
cern the emotion within each speaker’s utterance.
For instance, DialogueGCN (Ghosal et al., 2019)
leverages self and inter-speaker dependency, and
CoMPM (Lee and Lee, 2022) extracts the speaker’s
memory to represent the speaker’s knowledge. Ad-
ditionally, recent researches note that personality is
a deep factor in recognizing an individual’s emotion,
asserting their significance over shallow individual
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factors (Wen et al., 2021; Chen et al., 2022).

Oh, it’s so easy for you I 
mean, you’re not married, 
you get to have sex with 
who ever you want!

U2

Monica. You’ve, you’ve 
done it right?U4

Oh my God! You’re a 
30 year old virgin!U6

Well, you’re not. U1

Yeah I can!  And don’t 
think I don’t, because I 
do! I mean all the time, 
you betcha!

U3

Of course I have! What 
do you think, I’m some 
30 year old virgin?

U5
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Sentences spoken by personA
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 Big Five personality
 √   characteristics can be expressed
 × characteristics cannot be expressed

Figure 1: The comparison between the dynamic
personality and static personality. Dynamic person-
ality assigns a corresponding personality state to
each utterance. Static personality utilize the same
personality profile to represent a given speaker
across all their utterances. Compared with dynamic
personality, static personality will lead to inaccurate
emotion prediction.

However, there are two limitations for personality-
based method. Firstly, personality modeling has
not been incorporated into ERC tasks. Secondly,
more importantly, prevailing methods in other fields
of emotion recognition overwhelmingly rely on static
personality(Wen et al., 2021). This hypothesis
largely disregards the role of momentary expres-
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sions of personality. Meanwhile, there is a sub-
stantial body of research evidence supports the
existence of short-term within-person variations in
personality (Fleeson, 2007; Fleeson and Gallagher,
2009). Recent theoretical advances in personality
psychology posit that personality can best be con-
ceptualized as a dynamic system (Sosnowska et al.,
2020). And dynamic personality theories are best
suited to predict behavior, affect, and situational
experiences (Hecht et al., 2023).

Dynamic personality theories incorporate stabil-
ity and variability of personality, stemming from
the person-situation-debate (Fleeson and Noftle,
2009). This theoretical framework emerged in re-
sponse to the observations that static personality
traits are inadequate predictors of momentary be-
havior. Instead, situational factors have demon-
strated superior efficacy in explaining behavioral
manifestations at a specific moment. Such momen-
tary expressions of personality in particular situa-
tions are termed as personality states (Baumert
et al., 2017). Personality states delves into an indi-
vidual’s present state, contrasting with the broader,
general aspect of their dispositions (Schutte et al.,
2003). Empirical findings reveal that personality
states swiftly, extensively, and significantly fluctu-
ate within the typical individual, while also showing
associations with the characteristics of given situa-
tions (Fleeson, 2007). It is evident that situations
wield a significant influence on dynamic personality,
given their role in modulating the intra-individual
variations in cognitive, affective, and behavioral
responses (Beckmann and Wood, 2017).

In ERC tasks, predicting the emotion of the cur-
rent utterance constitutes a form of momentary be-
havior. Therefore, when utilizing personality as a
speaker-specific factor, it is logical to utilize its mo-
mentary expression, specifically, personality states.
Given the significant role of situations in explain-
ing personality states, and as Lewis (Lewis, 1999)
argued, the most effective way to study personal-
ity change is to scrutinize behavior in context. In
ERC tasks, it is conceptually intuitive to consider a
speaker’s past utterances of current utterance as
the situation within the ongoing conversation. This
approach enables the computation of the personal-
ity states of the current utterance attributed to the
same speaker, thus providing a more granular and
contextually rich analysis of the speaker’s emotion.

To this end, we introduce ERC-DP, a novel frame-
work for emotion recognition in conversation guided
by dynamic personality. We choose the Big Five
model of personality because it has been proved
to have cross-cultural applicability and has been
widely used. Our model comprises three compo-
nents: a personality recognition module, a prompt
design module, and a fine-grained classification
module. (1) In the personality recognition module,

a Big Five personality classifier is trained using
the Essays dataset (Pennebaker and King, 1999).
We obtain a dynamic personality state by consid-
ering the past utterances of the same speaker in
the preceding conversation. (2)In the prompt de-
sign module, we embed the personality state as
a prompt into context and encode it using a pre-
trained language model. (3) Finally, inspired by
BERT-ERC (Qin et al., 2023), we divide the input
features into three parts according to special to-
kens: past features, current features, and future
features and perform classification to obtain emo-
tional labels. It is worth noting that the personality
prompt is the part of the current feature.

To verify the effectiveness of our method, we con-
duct evaluations of ERC-DP using three benchmark
datasets for ERC: IEMOCAP (Busso et al., 2008),
MELD (Poria et al., 2019), and EmoryNLP (Zahiri
and Choi, 2017). The experimental results demon-
strate that our ERC-DP outperforms currently ad-
vanced methodologies in the domain of emotion
recognition in conversation.

Our contributions are summarized as follows:
(1) By amalgamating dynamic personality theo-

ries with ERC, we deviate from the conventional
use of static personality, choosing instead dynamic
personality states. This involves incorporating past
utterances as situations, which represent person-
ality states as momentary responses in particular
situations to predict emotion.

(2) We introduce a novel concept of a personal-
ity prompt, which amalgamates personality states
using prompt with contextual information. This al-
lows for the adaptation of our proposed framework
across diverse scenarios.

(3) Our model demonstrates superior perfor-
mance on three benchmark datasets, setting new
benchmarks in terms of results. The experimental
verification not only substantiates the effectiveness
of our approach, but also highlights the significant
contribution of our dynamic personality strategy.

2. Related Work

Traditional strategies for Emotion Recognition in
Conversation can be classified into two groups
based on the usage of speaker information as addi-
tional features for classification: Content Modeling
methods and Speaker Modeling methods.

Content Modeling methods primarily analyze the
content of the conversation. HiGRU (Jiao et al.,
2019) employs a lower-level GRU to model the
word-level inputs and an upper-level GRU to cap-
ture the contexts of utterance-level embeddings.
DAG-ERC (Shen et al., 2021b) formulates a di-
rected acyclic graph to capture the information ex-
change between the broader conversational back-
ground and the immediate contextual elements.
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Speaker Modeling methods not only consider
the context but also introduce speaker information
as additional features. The majority of contempo-
rary approaches adhere to this methodology. Ex-
isting works typically incorporate speaker names
into the context. EmoBERTa (Kim and Vossen,
2021) incorporates the context of the query utter-
ance and speakers’ names into PLM during fine-
tuning, allowing it to delve into contextual informa-
tion. EmotionFlow (Song et al., 2022) encodes ut-
terances by concatenating the context and names
with an auxiliary question to learn speaker-specific
features. And some works focus on the correlation
between speakers. DialogueGCN (Ghosal et al.,
2019) leverages self and inter-speaker dependency
of the speakers to model conversational context
for emotion recognition. COSMIC (Ghosal et al.,
2020) learns interactions between speakers par-
ticipating in a conversation and leads towards a
better understanding of the emotional dynamics
and other aspects of the conversation. SGED (Bao
et al., 2022) designs a novel speaker modeling
scheme that explores intra- and inter-speaker de-
pendencies, effectively exploiting speaker informa-
tion. Although some works do not utilize direct
speaker information, speaker-level information can
also be reflected in the model, such as Dialogue-
CRN (Hu et al., 2021) and DialogueTRM (Mao et al.,
2021), they utilize speaker-level information indi-
rectly through speaker-level clues or context.

3. Methodology

3.1. Problem Statement
Given a conversation, denoted as C, consisting of
M utterances and S speakers. Emotion Recogni-
tion in Conversation aims to predict the emotion
of each utterance across a predetermined emotion
set Y . The conversation can be represented as a
sequence, C = [(u1, s1), ..., (uM , sM )], where each
utterance ui, comprises several tokens. Each ut-
terance ui is spoken by a unique speaker si ∈ S,
which is annotated with an emotion label yei ∈ Y .

3.2. Overall Architecture
Our model is designed around three key modules:
the personality recognition module, the prompt de-
sign module, and the fine-grained classification
module, as illustrated in Figure 2. The personality
recognition module captures the dynamic person-
ality of the current query utterance, taking into ac-
count the past utterances of the same speaker. The
output personality state is a 5-D vector, represent-
ing the Big Five personality. In the prompt design
module, we convert personality state into a prompt
text and integrate it with context. This boosts model
flexibility while reducing compute costs compared

to handling personality as a separate feature. In the
fine-grained classification module, we divide the
input features according to special tokens into past
features, current features, and future features to
obtain position-aware results. Since the personality
state refers to the current utterance, we only embed
the prompt text into the current features. The final
classification result is derived from the combination
of these three features.

3.3. Personality Recognition Module
Due to the lack of personality annotations in
most emotion recognition datasets, our personality
recognition model, denoted as Fp, is constructed
using the personality recognition dataset Essays
(Pennebaker and King, 1999). This dataset em-
ploys the Big Five Model to annotate each sample,
yielding in a 5-D personality score where each di-
mension has values of either 0 or 1.

Given the training set {xi, y
p
i }Ni=1, xi is a sen-

tence in the dataset and ypi ∈ R5 is the personality
score of xi. We build a prompt-based sentence
encoder upon BERT (Devlin et al., 2019) to obtain
personality feature representations. We construct
a prompt Promptp = The personality is [MASK].
to prepend to the input in order to obtain better re-
sults.The full input of the encoder is Promptp ⊕ xi,
where ⊕ is the concatenation operation. We first
feed input into PLM and get the classification vector
Hcls ∈ Rd as a representation of dynamic person-
ality, and d is the dimension of a token embed-
ding. We employ a fully connected layer followed
by the ReLU activation function for projection. Sub-
sequently, we incorporate a Dropout layer (Srivas-
tava et al., 2014) to mitigate overfitting, followed
by an MLP for classification. In other words, the
prediction ŷpi can be computed as follows:

ŷpi = MLP (Dropout(RELU(FC(Hcls)))) (1)

The model is optimized using the Binary Cross-
Entropy loss function, which is commonly used for
binary classification tasks. y represents the true
target value, while p corresponds to the predicted
probability, indicative of the likelihood that the sam-
ple belongs to the positive class. The loss is calcu-
lated as follows:

Lossp = −(y · log p) + (1− y) · log(1− p)) (2)

Then, we employ the trained personality recog-
nition model Fp, derived above, to predict the
personality state of each utterance in the emo-
tion dataset. Given the significance of the situ-
ation in the dynamic personality theory, we rep-
resent the situation using the concatenation of
the current query utterance ui and the past ut-
terances C = {uk|0 <= k < i, sk = si} from
same speaker si. The concatenated utterances
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tPerson B             

Person A     
Dude, I am sorry 
about what I said!

U1

No, no, you’re right, it 
is a ridiculous name!

U2

Personality 
Recognition 

Module            

Dude, I am sorry 
about what I said! It’s not that bad.The personality is 

[MASK].
.

Input

prompt U1 U3

personality classifier  (BERT+MLP)

Pu3   [1,0,0,1,1] personality traits

Prompt 
Design
Module             

This person is open,not conscientious,not 
extraverted,agreeable,and neurotic.prompt

PLM input

Person A 
says:Dude, I 
am sorry 
about what I 
said!

This person is 
open,not 
conscientious,not 
extraverted,agree
able,and neurotic.

Person A 
says:It’s not 
that bad.

Person A 
says:So, 
you’re just 
Bing?

U1 prompt U3 U5

Fine-grained 
Classification 

Module                 

Person A 
says:Dude, I 
am sorry 
about what I 
said!

This person is 
open,not 
conscientious,not 
extraverted,agree
able,and neurotic.

Person A 
says:It’s not 
that bad.

Person A 
says:So, 
you’re just 
Bing?

Hpast Hquery Hfuture

MLP

Emotion

query 
utterance            

It’s not that bad.

U3

Yes it is! From now on, 
I have no first name.

U4

So, you’re just Bing?

U5

Figure 2: The architecture of our ERC-DP: In the personality recognition module, we obtain personality
state. Then, in the prompt design module, we flexibly integrate dynamic personality prompt with content.
In the fine-grained classification module, we finally classify by combining past, current, and future features.

is Xi = [c1, ..., cn, ui], c1, ..., cn ∈ C, n is the num-
ber of past utterances by the current query utter-
ance of same speaker si. Therefore, the input of
each utterance is Promptp ⊕Xi, and the person-
ality state assigned to the current utterance ui is
Pui

= Fp(Promptp ⊕ Xi), Pui
∈ R5, which repre-

sents the 5-dimensional dynamic personality.

3.4. Prompt Design Module
In the prompt design module, we first convert the
personality states Pui obtained based on the per-
sonality recognition module into a Promptui . The
Big Five dimensions of openness, conscientious-
ness, extraversion, agreeableness, and neuroti-
cism are translated into corresponding adjectives,
which are open, conscientious, extraverted, agree-
able, and neurotic. If the corresponding value of the
factor is 1, then we use the corresponding adjective.
If it is 0, we prepend not before the corresponding
adjective. We use openness as an example:

Pui−open =

{
0 not open
1 open

(3)

Therefore, given an OCEAN personality state of
[1, 0, 0, 1, 1], the prompt Promptui

of this utterance
ui is "This person is open, not conscientious, not
extraverted, agreeable, and neurotic."

To further concentrate on the information from
the same speaker, we only consider the context
from the same speaker when incorporating context
information. When constructing the input, we incor-
porate as much context as possible, the construc-
tion of the input is detailed in Algorithm 1.Through
this algorithm, we can obtain input for classifying
the current sentence ui, which includes dynamic
personality and context.

3.5. Fine-grained Classification Module
We feed input into SimCSE (Gao et al., 2021) to
obtain the last hidden vector Htotal ∈ Rl∗d, l is
the number of tokens and d is the dimension of a
token embedding. We divide tokens l into three
parts according to the position of < s > and <
/s >, representing past features, query features
and future features. Given [f1, ....fl] denote the
features of input, the start and end positions of
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Dataset Conversations Utterances
Train Val Test Train Val Test

IEMOCAP 120 31 5810 1623
MELD 1038 114 280 9989 1109 2610

EmoryNLP 713 99 85 9934 1344 1328

Table 1: Statistics for the three datasets.

the query feature are a and b respectively. We
derive past features Hpast, query features Hquery,
and future features Hfuture by taking the mean of
the corresponding token embeddings as follows:

Hpast = mean(f1, . . . , fa−1) (4)
Hquery = mean(fa, . . . , fb) (5)
Hfuture = mean(fb+1, . . . , fl) (6)

We concatenate past features Hpast, query fea-
tures Hquery, and future features Hfuture to obtain
the position-aware context representations.

Hresult = [Hpast, Hquery, Hfuture] (7)

Hresult is passed to a following classifier to predict
emotion ŷei using Focal Loss (Lin et al., 2017).

ŷei = MLP (Dropout(Tanh(FC(Hresult)))) (8)

4. Experiments

4.1. Experimental Setup
In the personality recognition module, we fine-tune
the BERT model for a batch size of 16 and apply
the Adam optimizer (Kingma and Ba, 2014) with a
learning rate of 5e-4. In the prompt design module,
we employ SimCSE, with the first eight encoder
layers frozen as the PLM, and apply Adam opti-
mizer with a learning rate of 9e-6. We select the
model that demonstrates the best performance on
the validation set. All experiments are conducted
on a computing infrastructure equipped with four
P100 GPUs with 16GB memory.1

4.2. Datasets
We train the personality recognition module on
the Essays dataset (Pennebaker and King, 1999),
which contains 2468 anonymous essays tagged
with the author’s personality traits. These stream-
of-consciousness essays were penned by volun-
teers in a controlled environment, who were subse-
quently asked to label their own Big Five personality
traits. The personality labels only employ 0 and 1

1Code:https://github.com/sevenn31/
ERC-DP.

Algorithm 1 Building an input of current query ut-
terance
Require: [(u1, s1), ..., (uM , sM )]:the conversation
ui:the current query utterance
max_length: the max length
lstp:the list of past utterances
Lp:the length of lstp
lstf :the list of future utterances
Lf :the length of future lstf
Initialize empty lists lstp and lstf ,num = 0
input =< s > +Promptui

+ si + says: + ui+ <
/s >
for j from i− 1 to 0 do

if si = sj then
Xpast = sj + says: + uj

AppendXpast to lstp
end if

end for
for k from i+ 1 to M do

if si = sk then
Xfuture = sk + says: + uk

AppendXfuture to lstf
end if

end for
while num < Lp or num < Lf do

if num < Lp then
if len(lstp[num] + input) < max_length
then
input = lstp[num] + input

else
break

end if
end if
if num < Lf then

if len(input + lstf [num]) < max_length
then
input = input+ lstf [num]

else
break

end if
end if
num = num+ 1

end while
return input

to represent whether the sentence can express the
corresponding characteristics.

For ERC tasks, we benchmark ERC-DP on
three conversational emotion recognition datasets:
MELD (Poria et al., 2019), EmoryNLP (Zahiri and
Choi, 2017) and IEMOCAP (Busso et al., 2008).
The statistics of datasets are presented in Table 1.

MELD is a dataset based on the Friends TV
show, comprising more than 1400 conversations
and 13000 utterances labeled with one of seven
emotions. The emotion classes include anger, dis-
gust, sadness, joy, surprise, fear, and neutral.

https://github.com/sevenn31/ERC-DP
https://github.com/sevenn31/ERC-DP
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EmoryNLP is another dataset also based on the
Friends TV show. This dataset encompasses 97
episodes, 897 scenes, and 12606 utterances, each
annotated with one of seven emotions: neutral,
joyful, peaceful, powerful, scared, mad, and sad.

IEMOCAP is a dataset of two-person conversa-
tions among ten speakers. The dataset encom-
passes data collected from five separate sessions,
featuring interactions between five pairs of speak-
ers. Each spoken utterance encapsulates one of
six distinct emotional states: neutral, happiness,
sadness, anger, frustration, and excited.

Evaluation Metrics: Given the class imbalance
present in all three benchmarks, we adopt the
weighted-F1 score as the evaluation metric for all
experiments in this paper.

4.3. Baselines
We classify the model into two types based on the
usage of speaker information as additional features
for classification: Content Modeling methods and
Speaker Modeling methods. So we select repre-
sentative models among these two types as base-
lines, especially Speaker Modeling methods, which
closely align with our approach.

Content Modeling methods: HiGRU (Jiao et al.,
2019) utilizes HiGRU-f and HiGRU-sf to obtain word
level inputs and the long-range contextual infor-
mation. DAG-ERC (Shen et al., 2021b) utilizes a
directed acyclic neural network to model the infor-
mation flow between long-distance conversation
background and nearby context.

Speaker Modeling methods: DialogueRNN (Ma-
jumder et al., 2019) models the speaker identity,
historical conversation, and emotions of past utter-
ances using RNNs. COSMIC (Ghosal et al., 2020)
presents a new framework that incorporates vari-
ous elements of commonsense and builds upon
them to learn interactions between interlocutors
participating in a conversation. DialogXL (Shen
et al., 2021a) relies on enhanced memory to store
longer historical context and captures intra- and
inter- speaker dependencies with self-attention. Di-
alogueCRN (Hu et al., 2021) designs multi-turn rea-
soning modules to extract and integrate speaker
clues and situation clues, executing an intuitive
retrieval process and a deliberate reasoning pro-
cess. SKAIG (Li et al., 2021) enhances targeted
utterances with information inferred from the past
context and intentions implied by the future context
between speakers. EmoBERTa (Kim and Vossen,
2021) models contextual information by simply
prepending speaker names to utterances and in-
serting separation tokens between the utterances in
a conversation. CoMPM (Lee and Lee, 2022) uses
a special token to distinguish the speaker in CoM
and tracks speaker’s pre-trained memory in PM.
SACL (Hu et al., 2023) employs situation-aware

and speaker-aware features to form the context
representation, applies contrast-aware adversar-
ial training to generate worst-case samples and
uses joint class-spread contrastive learning to ex-
tract structured representations. BERT-ERC (Qin
et al., 2023) explores contextual information with
speaker names and adapts the PLM to the task.
EmotionIC (Yingjian et al., 2023) captures global
contextual dependencies with identity information,
extracts speaker- and temporal-aware local contex-
tual information, and employs SkipCRF to simulate
emotional propagations.

5. Results and Analysis

5.1. Main Results
We compare ERC-DP with state-of-the-art text-
based ERC methods, and the results are shown in
Table 2. Upon reviewing existing methodologies,
it can be seen that the Speaker Modeling meth-
ods are better than the Content Modeling methods,
whether directly modeling speaker traits or implicitly
capturing speaker information. Our method ERC-
DP, leverages dynamic personality as speaker infor-
mation and also exhibits remarkable performance
across all three datasets.

For the MELD dataset, ERC-DP surpasses the
current state-of-the-art method, BERT-ERC, by a
margin of 0.23% in terms of weighted F1 score.
For the EmoryNLP dataset, ERC-DP surpasses
the current state-of-the-art method, EmotionIC, by
a margin of 0.99% in terms of the weighted F1
score. Moreover, on the IEMOCAP dataset, ERC-
DP demonstrates superior performance over most
of the baseline models, with an improvement of
69.64%. We acknowledge that our results on the
IEMOCAP dataset are not the best, so we delve
deeper into the reasons behind this in section 5.5,
providing a detailed analysis of the results.

5.2. Ablation Study
We also conducted an ablation study on three
datasets to validate the effectiveness of our pro-
posed theory of dynamic personality for the ERC
task, and the results are shown in Table 3.

The first row in the table displays the results de-
rived in the absence of a personality recognition
module, relying solely on contextual information.
The second row displays the performance when
utilizing static personality. The term "static person-
ality" refers to the personality recognition achieved
through the aggregation of all utterances from a
speaker within a conversation. Consequently, in a
given conversation, all utterances from the same
speaker are characterized with the same static
personality. The last row displays our proposed
dynamic personality, which identifies personality
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Type Method MELD EmoryNLP IEMOCAP

Content Modeling methods HiGRU (Jiao et al., 2019) 56.81 34.48 58.54
DAG-ERC (Shen et al., 2021b) 63.65 39.02 68.03

Speaker Modeling methods

DialogRNN+RoBERTa (Majumder et al., 2019) 63.20 37.75 63.92
COSMIC (Ghosal et al., 2020) 65.21 38.11 65.28
DialogueCRN (Hu et al., 2021) 63.42 38.91 66.33

SKAIG (Lee and Lee, 2022) 65.18 38.88 66.98
DialogXL (Shen et al., 2021a) 62.41 34.73 66.20

EmoBERTa (Kim and Vossen, 2021) 66.51 - 68.57
COMPM (Lee and Lee, 2022) 66.52 38.93 69.46

EmotionIC (Yingjian et al., 2023) 66.40 40.01 69.61
SACL (Hu et al., 2023) 66.45 39.65 69.22

BERT-ERC (Qin et al., 2023) 67.11 39.84 71.70
ERC-DP(our model) 67.34 40.10 69.64

Table 2: Comparison with the state-of-the-art methods on three datasets (%).

Method MELD EmoryNLP IEMOCAP
No Personality 66.70 39.10 68.14

Static Personality 67.08 39.47 69.02
Dynamic Personality 67.34 40.10 69.64

Table 3: Ablation study on three datasets (%).

states by combining the current query utterance
with past utterances from the same speaker in the
conversation. In this way, even the same speaker
will show different personalities due to different sit-
uations (Fleeson, 2001), which the theory of dy-
namic personality also shows. Based on the data
presented in Table 3, it is clear that the incorpo-
ration of personality information, whether static or
dynamic, significantly enhances performance. No-
tably, dynamic personality method yields superior
outcomes compared to static personality method.
Overall, the results demonstrate the effectiveness
of our model of dynamic personality.

5.3. The Study of Personality
Recognition Module

To evaluate the generalization performance of this
personality model, we randomly selected one hun-
dred utterances from the test sets of the three
datasets and manually annotated them for the Big
Five personality traits. Notably, the assessment
was not performed on individual conversational ut-
terances but rather on the concatenation of past
utterances and the current query utterance from
the same speaker. Table 4 compares our model
ERC-DP predictions to human judgments across
the three datasets.

Based on the personality assessment results in
Table 4, it is evident that the human evaluations
on the MELD dataset and the EmoryNLP dataset

O C E A N
MELD 70.20 84.60 82.00 78.20 65.00

EmoryNLP 75.40 81.20 82.40 80.40 63.80
IEMOCAP 63.40 75.60 71.80 79.60 67.20

Table 4: The accuracy between personality model
and manual assessments (%).

closely align with the model outcomes, particu-
larly in terms of conscientiousness, extroversion,
and agreeableness. However, the results in the
IEMOCAP dataset generally exhibit lower align-
ment. This discrepancy could be due to the in-
creased length of the utterances used as situation,
which potentially intensifies the ambiguity of dy-
namic personality assessment. Additionally, the
IEMOCAP dataset differs from the other two as
it is derived from actual conversations rather than
scripted TV shows, resulting in more mundane utter-
ances. Across all three datasets, neuroticism tends
to be consistently low, which might be attributed to
its inherent difficulty in assessing accurately.

5.4. Case Study

In an effort to delve deeper into the significance
of dynamic personality, we performed an analy-
sis by extracting specific conversations, as illus-
trated in Figure 3. The current query utterance,
denoted as U2, is spoken by Rachel, which is "No.
Sorry". When predicting static personality, we use
all of Rachel’s utterances in this conversation as
input, essentially concatenating U2 and U6. The
resulting static Big Five personality can express
openness, conscientiousness, and agreeableness,
predicting a neutral emotion. On the other hand,
when considering dynamic personality, we only use
past utterances with the same speaker before the
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U1  Joanna says:...Did he call?

U6  Rachel says:Okay, okay. Umm, well ah, maybe he, maybe 
 he feels awkward because you are my boss.

U2  Rachel says:No. Sorry.

current query 
utterance            

U7  Joanna says:Awkward? Why should he feel awkward?

U3  Joanna says:Why?! Why?! He said he’d call. Why hasn’t 
 he called?

U4  Sophie says:Maybe he’s intimated by really smart, strong, 
 successful women.

U5  Joanna says:Sophie, would you please climb out of my  
 butt. Why hasn’t he called, Rachel? Why?

static peronality 

predict 
neutral   ×

dynamic peronality 

sadness   √
predict O C E A N

√ √ × √ √

O C E A N
√ √ × √ ×

Figure 3: Using a conversation in the MELD dataset
as the case study, we find that for the current query
utterance, the personality state obtained by not
considering subsequent utterances is better than
the static personality using the global context.

query utterance. For the current query utterance
U2, using only U2 as input in this conversation, the
resulting dynamic Big Five personality can express
openness, conscientiousness, agreeableness, and
neuroticism. And the predicted emotion is sadness,
which is the same as the true label.

The key difference is the additional neuroticism
captured in the dynamic personality, which is ab-
sent in the static personality. This is because dy-
namic personality does not consider U6, that is,
"Okay, okay. Umm, well ah, maybe he, maybe he
feels awkward because you are my boss". In other
words, for the momentary behavior of predicting the
query utterance U2, if the subsequent utterance U6
is considered, the personality that is meant to rep-
resent the current speaker’s information becomes
skewed, ultimately leading to erroneous emotion
prediction results. In essence, this succinct exam-
ple illustrates that a dynamic personality approach
is more effective than a static personality one.

5.5. The Discussion of IEMOCAP
Although our model achieved a result of 69.64%
on the IEMOCAP dataset, surpassing the majority
of existing models, it did not attain optimal perfor-
mance. We attribute this to potential inaccuracies
in the dynamic personality predictions for the cur-
rent query utterance, which could stem from two
primary factors: the length of conversations and the
nature of the conversations in IEMOCAP dataset.

Firstly, the conversations in IEMOCAP are longer
and only have two speakers. We use the past ut-

Figure 4: Utterance numbers for personality pre-
diction of current utterance in test set of the three
datasets. The X-axis represents range of utterance
numbers when predicting dynamic personality for
the current utterance, while the Y-axis represents
the number of data points in the test set.

terances of the query utterance as the situation
to predict dynamic personality, which means that
as a conversation progresses, the input text for
prediction becomes increasingly substantial. The
figure 4 shows the number of utterances of the
same speaker as a situation when predicting dy-
namic personality, t is the number of utterances.
It is evident that the IEMOCAP dataset contains a
greater number of longer utterances used as con-
texts for personality prediction. When obtaining
dynamic personality from these extensive contexts,
the risk of ambiguity escalates potentially impact
our model’s performance.

Secondly, we find that the nature of conver-
sations in the IEMOCAP dataset, being derived
from real-world conversations, presents an added
layer of complexity compared to the MELD and
EmoryNLP datasets, which are based on scripted
conversations from movies and TV shows. Real-
life conversations are subject to a broader range of
influences, including background knowledge and
environmental contexts, making them more diverse
and intricate. Consequently, accurately capturing
and representing the nuanced internal changes in
these conversations using the Big Five personality
traits becomes a challenging work.

6. Conclusion

In this paper, we propose ERC-DP, a novel method-
ology that integrates dynamic personality theory
into Emotion Recognition in Conversation task. Our
model comprises three modules: a personality
recognition module, a prompt design module, and a
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fine-grained classification module, all of which work
in harmony to extract personality traits and contex-
tual features. Extensive experiments conducted
on three widely recognized benchmarks and our
approach performs well. In addition, through de-
signed ablation experiments, we validate the supe-
rior effectiveness of dynamic personality over static
personality. And our analysis of the IEMOCAP
dataset reveals limitations in our model’s perfor-
mance with long conversations.

In our future research, we will delve into attention
mechanisms and other approaches to address the
limitations of our model when applied to long con-
versations. Additionally, we will take into account
various conversational factors like that impact the
situation to yield more precise dynamic personality
results, ultimately improving the overall accuracy
of emotion prediction.

Limitations

This work has three limitations: (1) Excessively
long utterances can undermine the precision of our
dynamic personality prediction, consequently im-
pacting the outcomes of emotion forecasting. (2)
Numerous factors influence the situation, and we
must also account for contextual elements, informa-
tion about other speakers, and more. (3) While the
Big Five personality traits serve as a valuable initial
framework, they may not offer a comprehensive
portrayal of the speaker.

Ethical Considerations

All models in this paper are trained on the public
corpus. The used datasets do not contain personal
information or unethical language. We recruit eval-
uators to evaluate the results of personality experi-
ments, and require them to be able to identify the
Big Five personalities contained in the sentences.
Compensation is $5 per hour. We also ensure the
anonymization of the human evaluation.
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