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Abstract
In an emotional conversation, emotions are causally transmitted among communication participants, constituting a
fundamental conversational feature that can facilitate the comprehension of intricate changes in emotional states
during the conversation and contribute to neutralizing emotional semantic bias in utterance caused by the absence of
modality information. Therefore, emotional transition (ET) plays a crucial role in the task of Emotion Recognition
in Conversation (ERC) that has not received sufficient attention in current research. In light of this, an Emotional
Transition-based Emotion Recognizer (EmoTrans) is proposed in this paper. Specifically, we concatenate the most
recent utterances with their corresponding speakers to construct the model input, known as samples, each with
several placeholders to implicitly express the emotions of contextual utterances. Based on these placeholders, two
components are developed to make the model sensitive to emotions and effectively capture the ET features in the
sample. Furthermore, an ET-based Contrastive Learning (ETCL) is developed to compact the representation space,
making the model achieve more robust sample representations. We conducted exhaustive experiments on four
widely used datasets and obtained competitive experimental results, especially, new state-of-the-art results obtained
on MELD and IEMOCAP, demonstrating the superiority of EmoTrans.

Keywords: Natural Language Processing, Emotion Recognition in Conversation, Contrastive Learning, Emotional
Transition

1. Introduction

Social interaction is a requirement of human be-
ings (Tomova et al., 2020), people can have their
emotions acknowledged and psychologically com-
forted through conversation. In an emotional con-
versation, utterances without emotions ups and
downs tend to be dull and tasteless, accurately
identifying the emotional state expressed in the
utterance and empathetically responding can effec-
tively promote the sustainability of the conversation
(Ma et al., 2020; Zhu et al., 2022). As a result,
a crucial task known as Emotion Recognition in
Conversation (ERC) seeks to recognize the emo-
tional states present during each conversational
exchange. As illustrated in Figure 1, a conversa-
tion consists of several utterances, each of which
is uttered by a speaker and exhibits a certain emo-
tion. Hence, ERC aims to identify the emotions ex-
pressed by speakers in the conversation based on
conversational features, which is beneficial for the
development of intelligent conversation systems.

†Equal contribution
∗Corresponding authors

Figure 1: Example of a conversation, with utterance
emotions shown on the left.

The most important conversational features are
the contextual utterances and their corresponding
speakers. As a result, numerous studies have been
conducted to leverage these features to recognize
the emotions expressed in utterances, including: 1)
recurrence-based approaches (Majumder et al.,
2019; Jiao et al., 2019) encode utterances turn by
turn, describing the flow of semantics in temporal
sequence; 2) graph-based techniques (Ghosal
et al., 2019; Sheng et al., 2020; Shen et al., 2021b)
use the directed graph to model the relationships
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of utterances and speakers, then aggregate the
surrounding information by using GAT or GCN; 3)
PLM-based methods (Shen et al., 2021a; Lee and
Lee, 2022; Li et al., 2022) employ the pre-trained
language model (PLM) as the backbone, which
greatly improves the semantic understanding of
phrases and leads to notable results. Additionally,
some works devote themselves to discovering other
potentially useful conversational features (Ide and
Kawahara, 2022; Bao et al., 2022; Ong et al., 2022;
Song et al., 2022b) for the ERC task.

Along this line, we attempt to explore the role of
emotional transition in the conversation. As seen in
Figure 1, the emotions transmitted among speakers
make up an emotional transition that transfers emo-
tions from "neutral" to "disgust". Typically, emotions
in a conversation are significantly influenced by pre-
ceding emotional states and transmitted causally
based on participants’ personalities. In this conver-
sation, the second and final utterances are identi-
cal in content, yet they were articulated by different
speakers, conveying distinct emotions, where the
former extends the "neutral" emotion from the pre-
vious speaker, while the latter exhibits "disgust" in
response to the vulgar semantic of the previous
utterance. These observations suggest that mod-
eling previous emotional states is as important as
considering the contextual utterances when identi-
fying the emotional state of the current utterance.
Therefore, emotional transition (ET) emerges as
another valuable conversational feature that is ben-
eficial for capturing the emotional atmosphere in
the conversation and offering auxiliary information
to identify the speaker’s emotion correctly.

To this end, we propose an Emotional Transition-
based Emotion Recognizer (EmoTrans) to capture
and leverage ET features to alleviate the issue of
information scarcity in the ERC task. Specifically,
for the target utterance, we first concatenate the
most recent utterances with their corresponding
speakers to construct the model input, known as
a sample. Each contextual utterance in the con-
structed sample is associated with a placeholder to
implicitly express the emotion. Hence, the contex-
tual utterances’ emotions constitute the sample’s
ET information (a subset of the conversation’s ET),
and our goal is to capture ET features from ET infor-
mation to enhance the sample representation. To
achieve this, EmoTrans is equipped with an emo-
tional perception enhancement component and a
unidirectional LSTM-based component, where the
former is designed to improve the model’s ability to
discern the emotions inherent in the sample, and
the latter can capture ET features that serve as
the auxiliary emotional information intended to en-
hance the sample representation, which initially
comprised only textual features. Furthermore, fol-
lowing the acquisition of sample representations

enriched with emotional attributes through the infor-
mation integration of contextual utterance, speak-
ers, and ET, we introduce an ET-based Contrastive
Learning (ETCL) to compress the representation
space, making the model achieve more robust sam-
ple representations for the ERC task.

In summary, our contributions are three-fold:

• We develop a sample construction method to
construct samples that contain the partial or
whole ET information of the conversation and
propose EmoTrans to capture and leverage ET
features to address the ERC task.

• With the application of emotional perception
enhancement, capture ET features, and repre-
sentation alignment, EmoTrans can perceive
the contextual utterances’ emotions in the sam-
ple and generate more robust sample repre-
sentations.

• We assess EmoTrans’s performance on four
widely used datasets and achieve new state-
of-the-art results on MELD and IEMOCAP.
These successes demonstrate that the con-
versation’s ET information plays a vital role in
emotion recognition.

The remainder of this paper is organized as fol-
lows: some relevant research contents are intro-
duced in Section 2. The methodology of EmoTrans
is described in detail in Section 3. Sections 4 and
5 each provide information on the experimental
design and outcome analysis. Section 6, offers
concluding observations.

2. Related Work

2.1. Emotion Recognition in
Conversation

In the ERC task, the most important conversational
features are the contextual utterances and their cor-
responding speakers. As such, numerous works
attempt to pinpoint the intrinsic relationships be-
tween these features. Initially, Recurrent Neural
Networks were used to model utterances or entire
conversations sequentially. Jiao et al. (2019) pro-
posed using hierarchical GRU to capture word-level
and utterance-level information in conversations,
yielding representations with extended context for
ERC. Similarly, Majumder et al. (2019) utilized a
GRU unit to generate the global state by consid-
ering utterance and speaker state simultaneously,
where the speaker state is updated by another GRU
unit depending on the current utterance and context.
However, researchers found that the relationships
between utterances in the conversation are more
complex than just sequential.
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To reflect the intrinsic dependencies of speak-
ers and utterances, DialogGCN (Ghosal et al.,
2019) used the graph network to describe the
self and inter-speaker dependencies and propa-
gated the context information by using GCN. Based
on DialogGCN, Sheng et al. (2020) emphasized
the conversation’s emotional fluctuation by making
references to both global topic-related emotional
phrases and local dependencies. Moreover, DAG-
ERC (Shen et al., 2021b) argued that utterances
are non-sequential but directed, hence, a directed
acyclic graph is designed to better model the factual
structure of the conversation.

Based on the strong representation ability of
PLM, DialogXL (Shen et al., 2021a) applied XLNet
(Yang et al., 2019) on ERC and designed an en-
hanced memory module to store historical context
and modified the original self-attention mechanism
to capture intra- and inter-speaker dependencies.
CoMPM (Lee and Lee, 2022) also utilized a PLM
to construct the pre-trained memory based on the
speaker’s previous utterances and then concate-
nated the context embedding obtained by another
PLM to generate the final emotional representa-
tion for ERC. To enable the model to recognize
emotions with similar semantics in diverse contexts,
CoG-BART (Li et al., 2022) introduced BART (Lewis
et al., 2020) to understand the contextual context
and generate the next utterance as an auxiliary task.
Furthermore, SCL is employed to enhance the dif-
ference between the representations of utterances
with distinct emotions.

Additionally, numerous works are devoted to dis-
covering deeper information beyond the context
and speakers in the conversation. SKAIG (Li et al.,
2021) concentrated on the structural psychologi-
cal interactions among utterances, and four kinds
of speaker relations were designed to model the
speaker’s action and intention. Bao et al. (2022)
proposed a novel SGED framework to model intra-
and inter-speaker dependencies jointly in a dy-
namic manner. Gao et al. (2022) introduced an
auxiliary task of emotion shift detection, which will
introduce emotional information to enhance the fi-
nal sample representations. Despite these tech-
niques achieving great success, scarcity of infor-
mation remains the biggest problem for ERC.

2.2. Contrastive Learning in ERC
Contrastive Learning (CL) aims to learn the specific
representation by regulating the distances of differ-
ent sample pairs, where positive samples are ex-
pected to be gathered in the representation space
while negative samples are expected to be pushed
away as much as possible. Conventional CL was
applied in the form of self-supervised representa-
tion learning, Khosla et al. (2020) extended the
self-supervised batch contrastive approach to the

fully-supervised setting, known as SCL, to make
full use of label information. In the ERC task, CoG-
BART (Li et al., 2022) applied SCL to strengthen
the difference of utterance representations with dis-
tinct emotions. However, positive samples may not
exist in the batch even with a large batch size due
to the imbalance of emotional categories. To ad-
dress this issue, CoG-BART creates a duplicate
batch to guarantee the presence of positive sam-
ples. However, this duplication does not provide
additional information and further constrains the
batch size. As a result, SPCL (Song et al., 2022a)
collected the temporary prototype vector of each
emotion category and added them into the batch,
which ensures that each sample has at least one
positive sample and enables the model to train in
a large batch.

2.3. Large Language Model for ERC
The advent of Large Language Models (LLMs) has
catalyzed a paradigm shift in the field of Natural
Language Processing (NLP) (Shen et al., 2024).
These models, characterized by their vast parame-
ter space and trained on extensive corpora, have
significantly enhanced capabilities in natural lan-
guage understanding and generation. As a re-
sult, they have set new benchmarks in a range
of NLP tasks, such as question answering, named
entity recognition, sentiment analysis, and beyond.
However, LLMs often exhibit limitations in process-
ing tasks that require nuanced sentiment analysis
(Zhang et al., 2023), among which the ERC task
represents a particularly challenging domain. In-
structERC (Lei et al., 2023) attempts to address this
issue by constructing the prompt with a semantic
similar context and then using the LLM to extract the
emotional information from the prompt. After fine-
tuning with the ERC dataset, InstructERC didn’t
achieve significant improvement, even worse than
the performance of traditional ERC models, demon-
strating the need to model potential conversational
features for ERC even in the LLM era, as most
researchers have done for ERC in recent years.

Hence, we focus on exploring the potential con-
versation feature to adapt the characteristics of the
ERC task, which is compatible with LLM and can
enhance the LLMs’ capabilities in solving them.

3. Methodology

The overview of EmoTrans is depicted in Figure 2,
which is mainly composed of three components:
a) capturing ET features; b) emotional perception
enhancement; c) representation alignment. To sup-
port the execution of the model component, we first
designed a sample construction method that allows
each sample to implicitly express their emotions by
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placeholders. In this section, we first describe the
ERC task briefly and introduce each component of
EmoTrans in detail. Bold typeface is used to denote
sets that contain multiple elements.

3.1. Problem Definition
In general, an utterance ui is composed of ni

tokens, denoted as ui = {wi,1, wi,2, ..., wi,ni
}.

Several sequential utterances uttered by differ-
ent speakers constitute a conversation conv =
{⟨u1, s1⟩, ⟨u2, s2⟩, ..., ⟨un, sn⟩}, where si ∈ S rep-
resents the speaker of ui with the expressed emo-
tion as yi ∈ Y .1 The ERC task aims to identify the
emotion yt in t-th turn given the previous utterances
{⟨u1, s1⟩, ..., ⟨ut, st⟩}.

3.2. Emotional Sample Construction
Similar to previous works (Song et al., 2022b,a), we
concatenate each utterance ui with its speaker si
and add a template with a placeholder to implicitly
express the speaker’s emotion:

ũi = [si,ui, ⟨/s⟩, template, ⟨/s⟩] (1)

template = si expresses ⟨mask⟩ (2)
where ⟨/s⟩ denotes the separator used to dis-
tinguish different contents, ⟨mask⟩ is the place-
holder (known as the masked token) used for
learning the emotion expressed in this utterance.
Hence, the constructed utterance not only contains
the speaker’s information but also possesses a
template to express emotion in natural language
form. To predict the emotion of t-th utterance, the
most recent k utterances are concatenated as the
model input:

x = [⟨s⟩, ũt−k, ..., ũt−1, ũt] (3)

where x denotes the constructed sample that aims
to identify the emotion in the t-th turn of utterances,
⟨s⟩ is a special token used to learn the semantic
representation of the whole input text. Note that k is
dynamically set according to the hyperparameter L
deciding the maximum length of x. In this way, the
partial or whole conversational utterances are con-
tained in the constructed sample. For each training
sample, the emotions expressed in the contextual
utterances are the ground truth of the masked to-
kens, expressed as Y M = [yt−k, ..., yt−1, yt], and
EM = [em1 , ..., emk−1, e

m
k ] denotes the set of corre-

sponding embedding representations obtained af-
ter embedding operation. Some examples of the
constructed samples are shown in Table 5.

In line with previous works, we employ the
RoBERTa (Liu et al., 2019) as the encoder to ex-
tract the textual features of input tokens. As shown

1S and Y denote the predefined sets of speakers and
emotions, respectively.

Figure 2: The architecture of EmoTrans, where
the paths indicated with dashed lines are executed
only in the training stage. i.e. the components
of emotional perception enhancement and repre-
sentation alignment. The defined components are
highlighted with dashed boxes.

in Figure 2, we feed the constructed sample into
the RoBERTa encoder:

Hx = RoBERTa(x) (4)

where Hx ∈ Rlx×d is the set of hidden states with
lx < L length and d dimensions. Then, we extract
the hidden states of special tokens for subsequent
processing, i.e. hs and Hm, where hs is the hidden
state of the ⟨s⟩ token in x (the first tensor in Hx),
and Hm ∈ Rk×d is the set of hidden states of k
masked tokens.

3.3. Emotional Perception Enhancement
Inspired by the impressive understanding ability of
Masked Language Modeling (MLM) (Fu et al., 2022;
Wettig et al., 2023), we enhanced the model’s abil-
ity to understand the emotional information in the
sample by predicting the emotions of the contextual
utterances. Specifically, during the training stage,
we add an auxiliary task to predict the emotions of
the masked tokens, which is formulated as:

LM = −1

k

k∑
i=1

log
exp(hm

i ∗ emi )∑|V|
j=1 exp(h

m
i ∗ ej)

(5)

where hm
i ∈ Hm denotes the i-th masked token’s

hidden state, k = |Hm| is the number of masked
tokens in the sample (i.e. the number of contextual
utterances). |V | is the size of vocabulary V. emi
is the word vector of the corresponding emotion,
and ej is the word vector of the j-th word in the
vocabulary of V .
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3.4. Emotional Transition Features
The role of emotional perception enhancement is to
improve the model’s ability to perceive the emotions
of contextual utterances in the sample, thereby facil-
itating the effective extraction of ET features. Due
to the characteristics of one-way propagation in the
transmission of utterances or emotions, using the
unidirectional Long Short-Term Memory (LSTM) ap-
proach to extract ET features is both straightforward
and efficacious. Therefore, based on the hidden
states of masked tokens, the process of capturing
ET features is as follows:

fi = σ(Wf · [vi−1, h
m
i ] + bf ) (6)

ii = σ(Wi · [vi−1, h
m
i ] + bi) (7)

oi = σ(Wo · [vi−1, h
m
i ] + bo) (8)

ĉt = tanh(Wc · [vi−1, h
m
i ] + bc) (9)

ci = fi ⊙ ci−1 + ii ⊙ ĉi (10)

vi = oi ⊙ tanh(ci) (11)

where f , i and o denote forget gate, input gate
and output gate respectively, which serve to control
the interactions between memory cells and environ-
ments. σ and tanh are two activation functions that
enable non-linear modeling of the network. The
symbol "·" stands for matrix multiplication and "⊙"
denotes element-wise multiplication. W∗ and b∗
are all trainable parameters. vi denotes the hidden
state after assimilating the knowledge of the current
emotional state hm

i , and the process of emotional
information aggregation is completed when i = k.
Then, hm = vk is the obtained ET features.

After that, a sample representation that embeds
rich textual and emotional information is obtained
by fusing the textual features and ET features:

h = Pooling(hs, hm) (12)

where Pooling denotes feature fusion operation,
mean pooling is utilized in our work. hs repre-
sents the textual features comprising information
from contextual utterances and their corresponding
speakers, and hm denotes ET features that accu-
mulated the emotional information of contextual
utterances in the sample. Subsequently, we feed h
to a fully connected layer to predict the emotion:

ŷ = softmax(Wh+ b) (13)

where W and b are learnable parameters and ŷ
denotes the estimated probability for each emo-
tional category. During the training stage, the cross-
entropy loss is calculated:

LC = y ∗ log(ŷ) (14)

where y denotes the ground truth.

3.5. Representation Alignment

Although the sample representations are enriched
with sufficient emotional information, they are still
suffering from weak robustness due to the vast rep-
resentation space. To further improve the sample
representation, ETCL is developed to compact the
representation space by aligning the representa-
tions of samples with the same partial ET informa-
tion. Firstly, for each sample x, we retrieve samples
that have the same partial ET information as that
of x from training data D:

Rx = Retrieval(Y M′,D) (15)

where Y M′ = [yt−k′ , ..., yt−1, yt] contains k′ ≤
k emotions is the partial ET information of x.
Retrieval denotes a function that retrieves samples
Rx with the same ET information as Y M′. The
exact matching method based on emotional cate-
gories is used as the Retrieval function in our work.

To save repeated calculation costs, the Memory
Bank (Wu et al., 2018) is employed to store and ex-
tract sample representations. Specifically, for each
target sample, we will store the generated sample
representation h into the Memory Bank M and
extract the sample representations of the retrieval
samples HR = M[Rx]. Furthermore, the average
of HR is regarded as the positive sample (h+) of
h. Hence, for a batch with nb samples, the set of
paired representation vectors HB = (hi, h

+
i )

nb

i=1 is
constructed, and the loss of representation align-
ment is calculated:

LA = − 1

nb

nb∑
i=1

log
esim(hi,h

+
i )/τ∑

hj∈HB esim(hi,hj)/τ
(16)

where sim(hi, hj) is the cosine similarity function
and τ is a temperature hyperparameter. nb denotes
the batch size.

3.6. Training

As described above, except for the primary emo-
tional classification loss, two ET-related losses are
added to force the model to capture and leverage
the ET features. Hence, the final loss is a weighted
sum of three losses:

L = λLC + (1− λ)LM + LA (17)

where the role of LC and LM are enforcing the
model to generate ET-based sample representa-
tions, and thus, we set a weighting coefficient
λ = 0.8 to balance these two losses. The role of
LA is encouraging the model to align sample rep-
resentations with the same partial ET information,
making them more robust.
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4. Experimental Setup

4.1. Datasets and Metrics

Experiments are conducted on four datasets:
MELD(Poria et al., 2019) is a set of multi-party
conversations derived from the American drama
"Friends", including more than 1400 conversations
and each comprises 1 to 33 utterances, where
each utterance has annotated one of seven emotion
states, i.e. Anger, Disgust, Sadness, Joy, Neutral,
Surprise, and Fear.
EmoryNLP (ENLP)(Zahiri and Choi, 2018) is also
derived from "Friends" TV series with total 12,606
utterances, where each utterance is annotated
with one of the seven emotions borrowed from
the six primary emotions in the Willcox’s feeling
wheel(Willcox, 1982), i.e., Sad, Mad, Scared, Pow-
erful, Peaceful, Joyful, and a default emotion of
Neutral.
IEMOCAP(Busso et al., 2008) is a two-party and
multi-modal ERC dataset, built with subtitles from
improvised videos. This dataset consists of 151
videos of recorded conversations, each conversa-
tion contains a maximum of 167 turns, and utter-
ances are labeled with 6 emotional tags.
DailyDialog (DD)(Li et al., 2017) is a two-party
dataset of daily conversations, whose annotation
method is Ekman’s emotion type (Ekman, 1993),
including neutral, happiness, surprise, anger, dis-
gust, fear, and sadness.

The statistics results of these datasets are listed
in Table 1, where #Conv. lists the number of con-
versations, #Utt. stands for the total number of
utterances, and #CLS. indicates the number of dif-
ferent emotions in the dataset. Following most pre-
vious works (Song et al., 2022a,b; Li et al., 2022),
weighted average F1 is adopted as the evaluation
metrics for MELD, EmoryNLP, and IEMOCAP due
to their class-imbalance phenomenon. For Dai-
lyDialog, the emotion "neutral" accounts for the
majority, hence, we only report the Micro-F1 score
of other emotions as in the previous works.

4.2. Compared Methods

We categorized the compared methods into two
classes according to whether utterances are con-
catenated to construct new samples, where COS-
MIC (Ghosal et al., 2020), ToDKAT (Zhu et al.,
2021), DialogueCRN (Hu et al., 2021), TUCORE-
GCN (Shen et al., 2021b), DAG-ERC (Shen et al.,
2021b), CoG-BART (Li et al., 2022), SACL (Hu
et al., 2023) are Utterance-based methods, and
CoMPM (Lee and Lee, 2022), SPCL (Song et al.,
2022a) and EmotionFlow (Song et al., 2022b), HiDi-
alog (Liu et al., 2023) are Sample-based methods.

Dataset MELD ENLP IEMOCAP DD

#Conv.
train 1038 713 100 11118
dev 114 99 20 1000
test 280 85 31 1000

#Utt.
train 9989 9934 4810 87170
dev 1109 1344 1000 8069
test 2610 1328 1523 7740

#CLS. 7 7 6 7

Table 1: Statistics of four ERC datasets.

4.3. Parameters
During the model training, AdamW with the learn-
ing rate of 5e-6 is used as the optimizer, the cosine
learning rate schedule strategy is employed to facil-
itate model convergence, and the dropout strategy
with the rate 0.3 is applied to alleviate over-fitting.
We fine-tune our model for a maximum of 6 epochs
and stop training if the metric does not increase for
2 consecutive epochs. We keep the best check-
point on the valid set, then report the results on the
test set using the kept checkpoint. Experiments are
executed on a single Nvidia GeForce RTX 3090
GPU with 24GB memory.

As mentioned in Section 3, k′ and L are two
hyperparameters in EmoTrans, which are closely
linked to the characteristics of the dataset. In our
experiments, setting k′ = 2 for all datasets, and
L = 148, 160, 512, 131 for MELD, EmoryNLP, IEMO-
CAP and DailyDialog, respectively. We will discuss
the rule of hyperparameter settings later and their
impact on the model’s performance.

5. Results and Analysis

5.1. Main Results
Table 2 records the comparative results of Emo-
trans with the baseline models on four datasets,
the best and second-best results are highlighted
in bold and underlined, respectively. From Table 2,
some observations are obtained:

First, most of the advanced models utilize
RoBERTa as their backbone. Almost all RoBERTa-
based methods outperform Glove-based and BART-
based methods by a large margin on MELD, and
most of them achieve better results on other
datasets. The evidence presented strongly sug-
gests that RoBERTa is well-suited for the ERC
task, consequently, like many other studies, we
also adopt it as the backbone for our approach.

Among the utterance-based methods, despite
being bad on the multi-party scene (MELD and
EmoryNLP), DAG-ERC demonstrates competitive
performance on the two-party scene (IEMOCAP
and DailyDialog). In addition, the SGED frame-
work further improves DAG-ERC’s performance,
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Type Backbone Methods Datasets
MELD ENLP IEMOCAP DD

Utt.

RoBERTa-large COSMIC (Ghosal et al., 2020) 65.21 38.11 65.28 51.05
RoBERTa-large ♯ ToDKAT (Zhu et al., 2021) 65.47 38.69 61.33 -
Glove (840B) ♯ DialogueCRN (Hu et al., 2021) 63.42 38.91 66.46 -

RoBERTa-large TUCORE-GCN (Lee and Choi, 2021) 65.36 39.24 - 61.91
RoBERTa-large DAG-ERC (Shen et al., 2021b) 63.65 39.02 68.03 59.33
RoBERTa-large SGED+DAG-ERC (Bao et al., 2022) 65.46 40.24 68.53 -

BART-large CoG-BART (Li et al., 2022) 64.81 39.04 66.18 56.09
RoBERTa-large SACL (Hu et al., 2023) 66.45 39.65 69.22 -

Samp.

RoBERTa-large CoMPM (Lee and Lee, 2022) 66.52 38.93 69.46 60.34
RoBERTa-large ♯ EmotionFlow (Song et al., 2022b) 66.50 - - -
RoBERTa-large ♯ SPCL (Song et al., 2022a) 67.25 40.94 69.74 -
RoBERTa-large HiDialog (Liu et al., 2023) 65.64 38.13 - 61.83
RoBERTa-large EmoTrans (Ours) 67.96 40.30 70.75 61.23

Table 2: Experimental results comparison of advanced methods on four ERC datasets. ♯ denotes the
experimental results are excerpted from SPCL (Song et al., 2022a), and the others are derived from their
original papers or repositories.

suggesting that the introduction of additional valu-
able conversational features can effectively bolster
the capabilities of existing models.

In summary, the experimental results reveal
that sample-based methods outperform utterance-
based methods, thus demonstrating the feasibility
and effectiveness of concatenating previous utter-
ances as context. Among them, SPCL achieves
state-of-the-art results on three benchmarks with
a substantial superiority over other approaches,
which suggests the benefits of CL in effectively
differentiating similar yet independent emotional
categories.

Despite notable advancements made by recent
methods, EmoTrans outperforms them by a large
margin and achieves new state-of-the-art results on
MELD and IEMOCAP. Compared to EmotionFlow,
improving the sample representations by adding
ET features is a more intuitive and effective way,
which makes EmoTrans possess a performance ad-
vantage of 1.46% on MELD. Compared to SPCL,
EmoTrans compacts the representation space by
gathering together samples with the same partial
ET information, rather than solely based on their la-
bels, leading to 0.71% and 1.01% improvements on
MELD and IEMOCAP, respectively. HiDialog only
models textual features and performs well on the
two-party scene, but it is not suitable for the multi-
party scene. In contrast, EmoTrans models the
textual and emotional features simultaneously, re-
sulting in good performance in both scenes. These
experimental results demonstrate the potential of
ET information, contributing to the significant per-
formance of EmoTrans.

Figure 3: Conversation lengths (left) and parties
(right). Setting L = 148 means that there are at
least 415 conversations with lengths less than 148.
Similarly, k′ = 3 means that 623 conversations
parties no more than 3.

k′ 2 2 3 4 9
L 78 148 219 317 512

Metric
(Valid Set) 66.38 67.95 67.49 67.49 67.69

Table 3: Experimental results on valid set.

5.2. Impact of Hyperparameters

As mentioned in Section 3, there are two hyperpa-
rameters in EmoTrans that are selected according
to the characteristics of the dataset. Take MELD as
an example, we first count the conversation lengths
and parties, which are sorted in ascending order.
Figure 3 depicts the statistics results, where the
left y-axis is the conversation lengths and the right
y-axis is the conversation parties. We choose five
hyperparameter settings for experiments, which
are tabulated in Table 3 as well as the experimental
results on the valid set.
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From Table 3, it can be found that EmoTrans
achieves the optimal results on the valid set when
L is set to 148 and k′ is set to 2. As the values of
hyperparameters increase, the model performance
degrades slightly, which indicates that the adja-
cent utterance information is enough to enable the
model to achieve significant results.

5.3. Ablation Study

To investigate the impacts of individual components
and combinations of several components on the
overall effect of the model, this section conducts ab-
lation studies on different components in EmoTrans.
Table 4 illustrates the results of ablation studies on
the test set of MELD and IEMOCAP, where "+"
indicates the addition of a single component or mul-
tiple components, PA signifies the representation
alignment component employed for the refinement
of sample representations, PM denotes the com-
ponent combination of emotional perception en-
hancement and capture ET features, which focus
on the semantic understanding and feature extrac-
tion upon the masked tokens, and then generate ET
features to enhance the sample representations.

From Table 4, it can be found that the model with-
out any components already possesses competi-
tive performance on MELD and IEMOCAP, demon-
strating the effectiveness of the sample construc-
tion method. Next, EmoTrans without any com-
ponents functions as the baseline to assess the
influence of different components. Notably, the
performance of EmoTrans exhibits substantial en-
hancement on both datasets by the sole adding
of PM , achieving 0.82% and 2.12% improvements
on MELD and IEMOCAP, respectively, which in-
dicates that ET information plays a vital role in
ERC. However, incorporating the PA component
into the baseline model led to a slight improvement
of 0.13% on the MELD dataset, but a decrement
of 0.86% on the IEMOCAP dataset, which sug-
gests that the ETCL does not yield significant per-
formance improvements or even has a negative
impact. The reason for this phenomenon lies in the
input of PA is the sample representations with tex-
tual features instead of with ET features. In other
words, the potential of PA will be activated by the
ET information, which is evident by the observa-
tions that the performance of EmoTrans is further
enhanced by adding PA and PM .

5.4. Case Study

In Table 5, we present three cases to show the effec-
tiveness of ET information for the ERC task, where
the first column lists the contextual utterances with
their speakers and emotions, the second column
exhibits the format of the constructed sample, and

Dataset MELD IEMOCAP
Baseline 66.50 68.32
+ [PM ] 67.32(↑0.82) 70.44(↑2.12)
+ [PA] 66.63(↑0.13) 67.46(↓0.86)
+ [PM , PA] 67.96(↑1.46) 70.75(↑2.43)

Table 4: Experimental results of ablation studies.

the last three columns are the predictions of dif-
ferent methods and the ground truth, respectively.
As shown in the second column, we concatenate
the previous utterances as context, where ⟨mask⟩
tokens are used as placeholders to implicitly ex-
press the contextual utterance’s emotion. Hence,
in the constructed sample, the labels of masked
tokens are the emotions expressed in contextual
utterances, which form the basis of ET feature learn-
ing and extraction. The model without ET-related
components (w/o ET) serves as the baseline model
to assess the effectiveness of EmoTrans (w/ ET).

In the first case, three utterances are uttered by
the same person, and emotions are transferred
from "neutral" to "joy". The baseline exhibits a com-
prehensive understanding of the texts’ semantics,
discerning the repeated occurrence of "push" and
then regarding the speaker displays "fear" emotion.
In contrast, EmoTrans can simultaneously perceive
the conversation’s textual and ET information, and
then predict the target utterance’s emotion correctly.
In this example, ET information effectively neutral-
izes the bias of text semantics and corrects the
wrong emotion prediction.

In the second example, two parties are involved,
and discerning the speaker’s emotion solely from
the semantic aspect proves challenging. Never-
theless, as indicated by the conversation’s emo-
tional information exhibited in the first column, the
conversation continues in a "joyful" atmosphere,
which serves as a valuable characteristic of the
conversation. EmoTrans successfully captures the
conversation’s atmosphere and achieves accurate
predictions, thus highlighting the efficacy of ET in-
formation in the ERC task.

The third example presents a more significant
challenge as it involves a shift in the speaker’s emo-
tion from "anger" to "sad". Based on contextual se-
mantics, the baseline model identifies the speaker’s
emotion as "anger", underscoring the challenge it
faces in disentangling the biases present in the text.
Capturing ET features refers to the comprehension
of emotional changes according to the underlying
textual semantics. This capability enables Emo-
Trans to holistically assess the influence of previous
utterances and the emotional states of speakers,
thereby effectively addressing the challenge posed
by diverse emotional fluctuations.
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Contextual Utterance Constructed Sample w/o ET w/ ET Label
Joeyneutral: "Push ’em out, push ’em out, har-
der, harder."
Joeyjoy: "Push!"
Joeyjoy: "Come on, Lydia, you can do it."

⟨s⟩ Joey: Push ’em out, push ’em out, harder, harder.
⟨/s⟩ Joey expresses ⟨mask⟩ ⟨/s⟩ Joey: Push! ⟨/s⟩ Joey
expresses ⟨mask⟩ ⟨/s⟩ Joey: Come on, Lydia, you can
do it. ⟨/s⟩ Joey expresses ⟨mask⟩ ⟨/s⟩

fear joy joy

Phoebejoy: "Okay!"
Grayjoy: "Oh yeah? Well maybe you and I sh-
ould take a walk through a bad neighborhood."
Phoebejoy: "Yeah! Sure! Yep! Oh, y’know w-
hat? If I heard a shot right now, I’d throw my
body on you."

⟨s⟩ Phoebe: Okay! ⟨/s⟩ Phoebe expresses ⟨mask⟩ ⟨/s⟩
Gary: Oh yeah? Well maybe you and I should take a
walk through a bad neighborhood. ⟨/s⟩ Gary express-
es ⟨mask⟩ ⟨/s⟩ Phoebe: Yeah! Sure! Yep! Oh, y’know
what? If I heard a shot right now, I’d throw my body on
you. ⟨/s⟩ Phoebe expresses ⟨mask⟩ ⟨/s⟩

anger joy joy

Jessica Lockhartanger: "Oh, my baby!"
Dinaanger: "What are you going to do? Kill
him? Like you did with Charles?!"
Jessica Lockhartanger: "Oh yes there is!"
Dinasad: "I’m going to keep dating him Moth-
er, and there’s nothing you can do about it!"

⟨s⟩ Jessica Lockhart: Oh, my baby! ⟨/s⟩ Jessica Lockh-
art expresses ⟨mask⟩ ⟨/s⟩ Dina: What are you going to
do? Kill him? Like you did with Charles?! ⟨/s⟩ Dina e-
xpresses ⟨mask⟩ ⟨/s⟩ Jessica Lockhart: Oh yes there is!
⟨/s⟩ Jessica Lockhart expresses ⟨mask⟩ ⟨/s⟩ Dina: I’m
going to keep dating him Mother, and there’s nothing
you can do about it! ⟨/s⟩ Dina expresses ⟨mask⟩ ⟨/s⟩

anger sad sad

Table 5: Case studies show that the conversational feature of emotional transition (ET) empowers the
model to rectify incorrect emotion predictions.

6. Conclusion

ET information in the conversation proves to be a
valuable feature, which can facilitate the model’s
comprehension of intricate emotional changes and
mitigate the utterance’s emotional semantic bias.
In this paper, we first develop a sample construction
method to achieve the implicit representation of ET
information within each sample and then propose
EmoTrans to capture and leverage ET features from
this information to enhance the utterance’s emo-
tional semantics for the ERC task. The superiority
of EmoTrans is verified on four widely-used bench-
marks, with new state-of-the-art results achieved
on MELD and IEMOCAP, second-best results on
EmoryNLP and third-best results on DailyDialog.
Motivated by the formidable comprehension capa-
bilities of Large Language Models (LLMs) and the
effectiveness of ET information, we will explore the
possibility of integrating ET information into LLMs to
further improve the ERC performance in the future.

7. Ethical Considerations

To consider ethical concerns, we describe the fol-
lowing: (1) We conduct all experiments on existing
datasets derived from public scientific research. (2)
Our work does not involve any sensitive tasks or
data. (3) Our analysis is consistent with the ex-
perimental results. (4) Our code is available at
https://github.com/jian-projects/emotrans.

8. Limitations

While EmoTrans consists of multiple components,
it is advisable not to operate each component in-
dependently, as the preceding component forms
the basis for the subsequent one. Central to our
approach is the capture of ET features, which is at

the cost of additional computation. In addition, our
approach is more suitable for predicting the late
utterances in the conversation, as their ET informa-
tion is more complete and sufficient.
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