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Abstract
Pretrained language models excel in various natural language processing tasks but often neglect the integration
of different scripts within a language, constraining their ability to capture richer semantic information, such
as in Hindi. In this work, we present a dual-script enhanced feature representation method for Hindi. We
combine single-script features from Devanagari and Romanized Hindi Roberta using concatenation, addition,
cross-attention, and convolutional networks. The experiment results show that using a dual-script approach
significantly improves model performance across various tasks. The addition fusion technique excels in sequence
generation tasks, while for text classification, the CNN-based dual-script enhanced representation performs
best with longer sentences, and the addition fusion technique is more effective for shorter sequences. Our
approach shows significant advantages in multiple natural language processing tasks, providing a new perspec-
tive on feature representation for Hindi. Our code has been released on https://github.com/JohnnyChanV/Hindi-Fusion.
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1. Introduction

The emergence of pre-trained language models
(PLMs) has ushered in a new era of natural lan-
guage processing (NLP). These models have
achieved remarkable advancements in languages
with abundant resources. However, low-resource
languages like Hindi, also exhibit clear limitations,
including the lack of language processing tools,
evaluation tasks, and datasets.

Hindi, as one of the official languages of India,
is written in Devanagari script. The script has a
unique structure, with each character representing
a specific syllable. Apart from that, Hindi is also
written in Roman script, the script is often used as
a transliteration system to represent Hindi words
and phrases using the Latin alphabet, which can
represent one Hindi syllable with multiple letters.
While Devanagari is the preferred script for writing
and reading Hindi, the Roman script is commonly
used in informal contexts, such as social media and
messaging platforms.

The various scripts used within a single lan-
guage essentially reinterpret the semantic content
of sentences, placing different emphases on se-
mantics. This notion encourages the idea that
merging diverse scripts of a single language could
enhance the effectiveness of feature representa-
tion. The idea that fusing characters and romanized
sequence representation can enhance the expres-
siveness of NLP models has been proven by Sun

∗Equal contributions.
†Corresponding authors.

et al. (2021), which incorporates character, glyph,
and romanized sequence (pinyin) in Chinese lan-
guage representation. Essentially, the Romanised
sequence of Devanagari represents one Devana-
gari character with multiple Latin letters, which is
similar to the Romanised sequence of the Chinese
character, pinyin. These ideas motivate us that
combining different scripts in Hindi will bring model
performance improvement by capturing richer se-
mantic information.

To the best of our knowledge, no existing Hindi
language representations are built from dual scripts,
and most Hindi language models are built on a
single script by conversion. In the case that the
Romanized script provides more accurate pronun-
ciation information, and Hindi PLMs also perform
differently from script to script, we consider that
fusing the features from different scripts can bring
advantages to the performance of language models
for Hindi. Our research proposes an efficient dual-
script representation method for Hindi. The major
contributions of this paper can be summarized as
follows:

• We propose a dual-script enhanced represen-
tation method for Hindi, which generates rep-
resentation by fusing features from a single
script Hindi Roberta.

• Incorporating four fusion techniques into the
representation method effectively generates
dual-script representation from single-script
representation. These techniques include con-
catenation, addition, cross-attention, and con-
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volutional networks.

• Evaluate the representation methods by three
different categories of NLP tasks, i.e. se-
quence generation, text classification, and nat-
ural language inference. Results show the ef-
fectiveness of dual-script representation meth-
ods.

2. Related Work

2.1. Hindi Language Models
In the field of NLP, representation models play a
crucial role in converting text into numerical repre-
sentations for various machine learning tasks, such
as sentiment analysis, language translation, and
named entity recognition. For Hindi, specific NLP
models have been developed to process Hindi text,
including Devanagari and Romanized texts.

To explore the representation of Hindi text, pre-
vious research by Modha and Majumder (2019)
conducted a comprehensive comparison of multi-
ple text representation schemes for Hindi, includ-
ing bag-of-words (BoW) techniques, distributed
word/sentence representations, and transfer learn-
ing of classifiers. Additionally, Hingmire et al. (2020)
introduced the use of Message Sequence Charts
(MSCs) as a representation to visualize Hindi narra-
tive text. These works have significantly contributed
to the advancement of Hindi representation mod-
els; however, they require substantial support from
large corpora.

Huang et al. (2021) proposed HinPLMs, creating
pre-trained language models (PLMs) for Hindi in
Devanagari and Romanized scripts. Their models
outperform existing models in various NLP tasks,
especially part-of-speech tagging and named entity
recognition. However, they have imbalanced per-
formance in different tasks. The Romanized Hindi
PLM excels in multi-label classification and natural
language comprehension tasks, while the Devana-
gari Hindi PLM demonstrates superior performance
in natural language inference and text classification
tasks. In light of this, we aim to enhance model
performance further by combining features from
these two PLMs, seeking to leverage the strengths
of both models. Therefore, this paper takes advan-
tage of related pre-training language models and
achieves good results.

Collectively, these studies have made significant
contributions to the advancement and application of
Hindi representation models in various NLP tasks
and language-related challenges.

2.2. Feature Fusion Methods
Enhancing feature representation and performance
of pre-trained language models by combining dif-

ferent forms of a single language has become an
innovative and effective method (Zhang et al., 2022;
Sun et al., 2021). These approaches usually have
two crucial components including extracting sepa-
rate features from a single form of the language and
combining these features through feature fusion.

For many languages, there are different forms
that can be used for communication and techni-
cal processing. For example, for Chinese, there
are pinyin, glyph, and char (Sun et al., 2021). For
Hindi, there are Devanagari chars and Romanized
chars. Also, there is other information that can be
used for feature representation enhancement, e.g.,
phonetic and grammatical information. In practice,
Zhang et al. (2022) introduced disambiguate intona-
tion for sentiment analysis (DISA), which combines
text representation and phonetic information and
leads to a SOTA performance of Chinese text rep-
resentation. Moreover, Sun et al. (2021) introduced
glyph, chars, and pinyin into the pretraining of BERT
and resulted in a significant performance improve-
ment. Additionally, Mutinda et al. (2023) combined
sentiment lexicon, N-grams, and BERT features.
For Hindi, Goyal et al. (2021) proposed enhanced
word embeddings (EWE), which combined various
grammatical text features including part-of-speech
embeddings, word prefix embeddings, word suffix
embeddings, and word length embeddings. These
innovative approaches have significantly improved
the computational power of deep learning methods
for text analysis and inspired our idea of combin-
ing representations of Devanagari and Romanized
script.

Feature fusion is a critical component in enhanc-
ing the performance of contemporary network archi-
tectures by integrating features from various layers
or branches. Recent advancements have intro-
duced more efficient feature fusion techniques, par-
ticularly in the realm of machine learning and deep
learning. For instance, Fu et al. (2008) redefined
multi-feature fusion as a subspace learning prob-
lem. Meanwhile, Mangai et al. (2010) conducted
an extensive review of decision fusion and feature
fusion techniques, providing valuable insights into
pattern classification. Additionally, Li et al. (2017)
proposed a deep fusion convolutional neural net-
work (DF-CNN) tailored for multimodal 2D+3D fa-
cial expression recognition. Haghighat et al. (2016)
introduced discriminant correlation analysis (DCA)
for feature-level fusion, incorporating class associ-
ations into the correlation analysis of feature sets.

Multimodal information fusion also plays a big
role in feature fusion. Previous classic works in-
clude Jiang et al. (2020), which provided a clear
explanation of the scientific issues and future re-
search directions of multi-modal information fusion
in the field of data-driven emotion recognition, and
then proposed a method based on deep denoising



5968

volume. Multi-modal information fusion method of
product autoencoder. Later, Gao et al. (2019) pro-
posed a multi-modal feature fusion method based
on the LSTM network. Similarly, Liang et al. (2020)
proposed a new method for multi-modal informa-
tion fusion and representation based on labeled
multiple canonical correlation analysis (LMCCA).

Also, for fusing different feature representations
of languages, conventional methods like dense
connections, feature concatenation, and weighted
element-wise summation have been extensively
investigated in the context of image restoration,
pattern classification tasks, and NLP, providing ef-
fective and robust fusion performance. Thus, Sun
et al. (2021) applied concatenation and fully con-
nected layer to fuse feature representations, Goyal
et al. (2021) applied concatenation and GRU layer
to fuse feature representations. Moreover, Mutinda
et al. (2023) applied concatenation and CNN layer
to fuse feature representations. All of these meth-
ods have reached a satisfying model performance
improvement, therefore, we designed four different
feature representation methods with the aim of in-
vestigating the fusion method for fusing Devanagari
script and Romanized script features in Hindi.

2.3. Transliteration between Devanagari
Text and Romanized Text

There have always been difficulties in converting
text from Devanagari to Romanized scripts, and
related work has been ongoing. Among them,
Sodhar et al. (2019) noted, that efforts have been
made to address the challenge of romanization of
Denevagari texts. Modha and Majumder (2019)
combined bag-of-words technology, distributed
word/sentence representation, and classifier trans-
fer learning to comprehensively compare various
text representation schemes. This provides a pre-
liminary idea for the conversion of Hindi.

Shiravale et al. (2021) performed an in-
depth study on the recognition of Devanagari
scene text using autoencoder CNN and encoder-
decoder convolutional neural network models for
text/background segmentation. Building on the suc-
cess of their deep learning-based approach for En-
glish, they extended their work to establish scene
text recognition benchmarks for three Indic scripts:
Devanagari, Telugu, and Malayalam (Mathew et al.,
2017).

In addressing challenges related to language
identification (LID) of romanized text, Madhani et al.
(2023) provided a simple yet effective solution. This
solution is designed to address issues such as
scarcity of training data and low LID performance
when processing similar languages.

In the field of transliteration from Devanagari texts
to Romanized texts, various methods have been

developed. One well-known method is the loss-
less International Devanagari Transliteration Alpha-
bet (IAST), which is widely recognized for its accu-
racy. Another commonly used method in NLP is
the WXconv1 transliteration method, which maps
each vowel and consonant to a single Roman letter,
which makes the computational process easy.

Velankar et al. (2021) explored contextual senti-
ment analysis of Hindi lyrics in Devanagari script
using knowledge graph representation. Their situa-
tional analysis is stored as a knowledge base and
updated through incremental learning methods.

HinPLMs, proposed by Huang et al. (2021), also
adopted the WXconv transliteration method to train
Roberta models for Devanagari Hindi and Roman-
ized Hindi. Notably, the results show that Devana-
gari Roberta and Romanized Roberta perform well
on different tasks, but neither is overwhelmingly
superior.

The convergence of methods and research in
transliteration and analysis of Indian scripts repre-
sents a significant contribution to the field, providing
valuable insights and solutions to a variety of chal-
lenges.

3. Enhanced Hindi Feature
Representation

3.1. Overview
In this section, we present the concept of dual-
script enhanced feature representation for Hindi.
As depicted in Figure 1, the dual-script genera-
tion process typically consists of two main stages:
single-script representation generation and dual-
script representation generation through feature fu-
sion. In the single-script representation generation
stage, we acquire separate single-script represen-
tations for Devanagari and Romanized Hindi text.
In the subsequent dual-script representation gener-
ation stage, we merge these single-script represen-
tations using various fusion methods to obtain the
dual-script enhanced Hindi feature representation.

3.2. Single Script Representation

3.2.1. Single Script Language Models

Text vectorization can be categorized into two fun-
damental methods: static and dynamic vectoriza-
tion. Notably, two prominent models in this con-
text are Word2Vec and Roberta. The Roberta
model dynamically generates sentence vectors,
while Word2Vec produces static vectors. Specif-
ically, in Hindi, although the Roberta model de-
mands greater computational resources, it leads to
a substantial enhancement in text representation.

1https://pypi.org/project/wxconv/
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Figure 1: The dual-script sequence representation generation process.

For Hindi, researchers trained different language
models on both scripts2. Among them, the following
models are based on Roberta:

• Hindi-Devanagari-Roberta, which was
trained on the original Devanagari corpus.

• Hindi-Romanized-Roberta, which was
trained on the Roman corpus transformed
from Devanagari.

Although these two PLMs reach best perfor-
mances in several downstream tasks, they have
imbalanced performance in different tasks. There-
fore, we apply these two single-script Hindi PLMs
in our dual-script representation method.

3.2.2. Representation Generation

In the realm of media and social media, sentences
are predominantly either in Devanagari or Roman-
ized Latin letters, with a few instances featuring a
mixture of both scripts. To address this challenge
and obtain representations in both scripts, we em-
ploy an open-source tool known as WXconv. This
tool allows us to process, identify, and convert text
from one script to the other as needed. It’s worth
noting that we have meticulously aligned this pro-
cess with the corpus used in the PLM training to
ensure consistency and prevent any performance
degradation resulting from inconsistencies in data
preprocessing methods.

After script transformation, we obtain two dis-
tinct representations for each sentence. To con-
vert a sentence from the Devanagari script to a se-
quence of tokens, we employ the Hindi-Devanagari-
Roberta tokenizer. Similarly, for the Romanized
script, we use the Hindi-Romanized-Roberta tok-
enizer. This process yields two token sequences:
Sd
n = {td1, td2, . . . , tdL} and Sr

n = {tr1, tr2, . . . , trL}.
Here, Sd

n and Sr
n represent the n − th sentence’s

2https://huggingface.co/GKLMIP

Devanagari and Romanized token sequences, re-
spectively. tdn represents a Devanagari token and
trn denotes a Romanized token, and L denotes the
maximum sentence length. Additionally, we incor-
porate two special tokens, [CLS] and [SEP ], to
mark the beginning and end of each sequence,
respectively.

Then we represent one sequence in two
scripts using two PLMs mentioned above, which
generates contextual representations H =
{h[CLS], ht1 , ht2 , . . . , htn , h[SEP ]}:

Hr
n = HindiRomanizedRoberta(Sr

n) (1)

Hd
n = HindiDevanagariRoberta(Sd

n) (2)

where htn denotes the hidden feature of token tn.
As shown in Figure 1, we use [CLS] token as
sequence-level pooling, h[CLS] denotes its hidden
features. Additionally, h[SEP ] denotes the hidden
feature of the specific ending token. To be pre-
cise, hr

tn and hd
tn denote the hidden feature of the

Romanized and Devanagari tokens respectively.

3.3. Dual-Script Representation
Dual-script representation is generated by fusing
single script sentence representation hr

[CLS] and
hd
[CLS]. To achieve a better performance of Hindi

language representation by fusing features from
models in two scripts, this paper introduces four
effective fusion techniques, concatenation, addi-
tion, attention mechanism, and convolutional neu-
ral network (CNN). As shown in Figure 1, we obtain
single-script representation and then apply these
fusion techniques to generate dual-script enhanced
representation.

3.3.1. Concatenation

Concatenation fusion generates a dual-script rep-
resentation with dimensions of 768*2, as illustrated
in Figure 2. The representations from both scripts
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are straightforwardly concatenated to create a com-
bined representation. The equation below illus-
trates the exact operation of these representations:

hf = [hd
[CLS]||h

r
[CLS]] (3)

where || represents the concatenation method and
hf denotes the fused representation, i.e., the dual-
script representation.

Figure 2: Concatenation feature fusion method.

3.3.2. Addition

In this method, aligned Devanagari and Romanized
features are combined to produce a dual-script rep-
resentation. The Romanized text representation
is initially linearly transformed using a weighted
matrix W and a non-linear activation function σ.
The resulting dual-script representation is obtained
by adding the Devanagari representation hd

[CLS] to
the output of the activation function. Figure 3 pro-
vides a detailed illustration of this computational
process. The mathematical representation of this
fusion method is as follows:

hf = hd
[CLS] + σ(W · hr

[CLS]) + b (4)

Figure 3: Addition feature fusion method.

3.3.3. Cross-attention

In the attention fusion method, we apply the cross-
attention mechanism. In our method, the Roman-
ized text representation acts as the query while the
Devanagari representation acts as key and value.
The weights of attention are calculated based on

the similarity between query and key. Specifically,
The calculation of multi-head self-attention is de-
fined as:

Att.(Q,K, V ) = softmax(
QKT

d
1/2
k

)V (5)

where Q,K, and V stand for query, key, and value
respectively. dk denotes the dimension of K. Our
dual-script representation hf is generated by a
cross-attention mechanism, its process is shown
as follows:

hf = Att.(hd
[CLS], h

r
[CLS], h

d
[CLS]) (6)

3.3.4. Convolutional Neural Network

After concatenation of hd
[CLS] and hr

[CLS], we further
apply convolutional neural networks to extract high-
level features to achieve the goal of compressing
information, reducing dimensions, and enhancing
robustness.

hf = σ(Conv([hd
[CLS]||h

r
[CLS]],W )) + b (7)

where || signifies the concatenation operation, and
Conv represents the convolutional operation ap-
plied to the concatenation of vectors hd

[CLS] and
hr
[CLS]. To be more precise, σ represents the acti-

vation function, W signifies the weight matrix, and
b denotes the bias term.

4. Experiments and Analysis

4.1. Downstream Tasks and Datasets
We evaluate our methods on three categories of
NLP tasks. Namely, text classification, sequence
generation, and natural language understanding.
Specifically, we evaluate our model on six datasets
for Text Classification (TC), Natural Language Infer-
ence (NLI), Part-of-Speech Tagging (POS Tagging),
and Named Entity Recognition (NER).

• Text Classification
Text classification is a fundamental task in NLP
where the goal is to predict the category or la-
bel of a given input text. In this context, we
aim to validate the effectiveness of fusing fea-
tures from two different scripts. To achieve
this, we conduct experiments on three text clas-
sification datasets: BBC-articles (Kunchukut-
tan et al., 2020), which comprises mostly long
texts, and IITP-movie-review, and IITP-product-
review (Akhtar et al., 2016), both of which con-
sist mainly of short texts.

• Natural Language Inference
Natural Language Inference, also known as
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textual entailment, has the goal of predicting
the logical relation between two given texts,
i.e., to judge whether the promise text can de-
duce the hypothetical text. Specifically, it has
three situations: entailment, contradiction, and
neutral. We experiment on a dataset called
XNLI (Conneau et al., 2018). XNLI is a multi-
lingual NLI dataset consisting of 15 languages.
We extract Hindi data in XNLI for the Hindi NLI
task.

• Part-of-Speech Tagging
The goal of POS Tagging is to label each token
with its corresponding Part-of-Speech. POS
refers to the grammatical role that words play in
a sentence, such as nouns, verbs, adjectives,
adverbs, etc. We evaluate our methods on one
POS Tagging dataset Hindi-HDTB, which is
derived from the Hindi-Urdu Treebank Project
(Bhat et al., 2017).

• Named Entity Recognition
The NER task involves the extraction and clas-
sification of named entities within a provided
text. In the context of the Hindi NER task, our
assessment of models is based on a recog-
nized dataset established as an integral com-
ponent of the IJCNLP-08 NER Shared Task
for South and Southeast Asian Languages.
This dataset comprises 9466 training samples
and 803 testing samples. Furthermore, our
approach adheres to the data pre-processing
technique introduced by Goyal et al. (2021),
wherein the NEN, NEM, and NETI tags are
consolidated into a miscellaneous category,
denoted as MISC.

4.2. Parameter Settings
We apply the same optimizer parameters and meth-
ods for experiments, including learning rate and
weight decay. We take cross entropy as our loss
function, Adam as our optimizer, and the learning
rate is manipulated as 4e-5.

For different tasks and datasets, we only change
the batch size and the max sequence length ac-
cording to their statistical features. Table 1 shows
these parameters.

Task Dataset BatchSize Length

TC
product-reviews 64 128
movie-reviews 32 512
BBC-articles 32 512

NER IJNLP 16 256
POS Hindi-HDTB 64 128
NLI XNLI 128 64

Table 1: Parameter settings of each dataset

4.3. Results
To assess the effectiveness of our dual-script rep-
resentation method, we employ several evaluation
metrics, including area-under-curve (AUC) value,
accuracy, and macro F1 score. In addition, we also
discuss the training time cost in text classification
tasks. AUC measures the area under the ROC
curve. Accuracy and F1 score are metrics that con-
sider the overall performance across all classes in
classification tasks.

Moreover, we take single script models as
our baselines, i.e., Hindi-Devanagari-Roberta and
Hindi-Romanized-Roberta, which are donoted as
Devanagari and Romanized in our experiments.
Also, Dual-CAT, Dual-ATT, Dual-ADD, and Dual-
CNN correspond to the enhanced dual-script rep-
resentation generated by concatenation, cross-
attention, addition, and convolutional network fu-
sion techniques respectively.

4.3.1. Results of Text Classification Tasks

For text classification tasks, we evaluate model
performances on three datasets. Table 2 shows
model performances on TC datasets.

For short-sentence classification, corresponding
to dataset IITP-product-review, results show an ad-
vantage of the dual-script method. Specifically, the
addition-based fusion method overwhelmed single
script methods and other fusion methods on ac-
curacy and F1 values. The concatenation fusion
method has a slightly higher value of AUC.

For long-sentence classification, corresponding
to dataset IITP-movie-review and BBC-articles, re-
sults also show a significant advantage of the
dual-script method. Specifically, on dataset IITP-
movie review, the CNN-based fusion method over-
whelmed single script methods and other fusion
methods on accuracy and F1 values, while the
attention-based fusion method has a slightly higher
value of AUC.

Moreover, as shown in Table 2, on the long
sentence dataset BBC-articles, the addition fusion
method overwhelms other methods on AUC value.

4.3.2. Results of Sequence Generation Tasks

For sequence generation tasks, as shown in Table
3, we evaluate our model on Hindi-HDTB and IJC-
NLP datasets which correspond to POS Tagging
and NER tasks. Moreover, we do not show the
results of the CNN-based fusion method, as token-
level classification tasks usually should consider
contextual information while CNNs will smash the
contextual semantic information which leads to a
catastrophic failure.

In POS Tagging, the addition fusion method
shows a dominant performance in which accuracy
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Dataset Model AUC ACC F1

IITP-product-review

Devanagari 0.8878 0.7591 0.7062
Romanized 0.8836 0.7457 0.7156

Dual-CONCAT 0.8904 0.7438 0.7150
Dual-ATT 0.8749 0.7514 0.7171
Dual-ADD 0.8876 0.7610 0.7350
Dual-CNN 0.8862 0.7457 0.7035

IITP-movie-review

Devanagari 0.7446 0.5355 0.5332
Romanized 0.7318 0.5290 0.5209

Dual-CONCAT 0.7408 0.5484 0.5390
Dual-ATT 0.7538 0.5387 0.4368
Dual-ADD 0.7427 0.5484 0.5532
Dual-CNN 0.7371 0.5903 0.5863

BBC-articles

Devanagari 0.8439 0.7344 0.3670
Romanized 0.8386 0.7356 0.3473

Dual-CONCAT 0.8369 0.7240 0.3171
Dual-ATT 0.8049 0.7471 0.3198
Dual-ADD 0.8779 0.7564 0.3167
Dual-CNN 0.8276 0.7621 0.3081

Table 2: Model performances on the text classification task.

Dataset Model ACC F1

IJNLP-TFM-NER

Devanagari 0.7794 0.8576
Romanized 0.6275 0.7651

Dual-CONCAT 0.7735 0.8571
Dual-ATT 0.6412 0.7539
Dual-ADD 0.7892 0.8726

Hindi-HDTB-POS

Devanagari 0.9699 0.9702
Romanized 0.9518 0.9520

Dual-CONCAT 0.9698 0.9700
Dual-ATT 0.8930 0.8935
Dual-ADD 0.9702 0.9704

Table 3: Model performances on sequence generation tasks.

Model AUC ACC F1
Devanagari 0.6977 0.5026 0.4975
Romanized 0.7234 0.5343 0.5241

Dual-CONCAT 0.7127 0.5258 0.5212
Dual-ATT 0.7133 0.5279 0.5247
Dual-ADD 0.7112 0.5144 0.5074
Dual-CNN 0.7220 0.5487 0.5169

GPT-3.5-Turbo – 0.4263 0.3911

Table 4: Model performances on NLI task.

and F1 score reach the best position.
In the NER task, dual-script methods also

achieve a satisfying performance, in which the addi-
tion method dominates other methods on accuracy
and F1 values.

In sequence generation tasks, NER and POS
Tagging, we fuse token-level representation by com-
bining token features according to their indexes in
the sequences. However, in practice, the Roman-
ized script is transformed from Devanagari text,
which is a sequence-to-sequence process. Mean-

while, the tokenization process of each script varies,
which leads to a result that under an index, we can
not always get aligned corresponding features in
the two scripts.

To solve that problem, in addition fusion method,
we apply a linear layer to the pre-fuse Romanized to-
ken features before summing them with the Devana-
gari token features. This process creates a map-
ping matrix to align features from different scripts
which mitigates the referenced problem. In the re-
sults, we can easily reveal that the addition fusion
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Dataset Models ACC F1

IJNLP-TFM-NER
Dual-ADD 0.7892 0.8726

m-Dual-ADD 0.7013 0.7963

Hindi-HDTB-POS
Dual-ADD 0.9702 0.9704

m-Dual-ADD 0.9677 0.9682

Table 5: Results of ablation experiments focus on the linear mapping layer.

method shows a significant advantage compared
with other methods.

4.3.3. Results of Natural Language
Understanding Tasks

For the NLI task, as shown in Table 4, we observe
a performance improvement in the CNN fusion
method which reaches 0.5487 in accuracy.

In sentence-level classification tasks, TC and NLI,
we fuse two sentence-level representations from
different PLMs in two different scripts as a single
dual-script representation. To be specific, we fuse
hd
[CLS] and hr

[CLS] . With sentence-level represen-
tations, we do sentence-level classification. Com-
pared with single-script methods, dual-script meth-
ods shows generally better performances. How-
ever, in dual-script methods, different fusion meth-
ods do not show a result that one method domi-
nates others, different fusion methods show similar
performances.

As the creation of generic generative language
models sweeps the entire NLP field, we also per-
form NLI experiments on gpt-3.5-turbo published
by OpenAI. Results show that the gpt-3.5-turbo3

model catastrophically failed on the NLI task in
Hindi, with the lowest accuracy and macro F1 score
between the models mentioned above. Specifically,
we prompt the gpt-3.5-turbo model to do such a
task, detailed prompting information is shown in
Appendix A.

Figure 4: Training time cost of various models in
the text classification task.

3https://platform.openai.com

4.3.4. Results of Training Time Cost

Figure 4 illustrates the divergences in training time
costs for text classification tasks. Generally, dual-
script models take a longer time to converge com-
pared to single-script models. Specifically, for long
sequence datasets like BBC-articles, dual-script
models require over twice the time to converge
compared to single-script models. However, for
shorter sequence datasets, the additional training
time for dual-script models is mostly less than 10
minutes longer than for single-script models.

The increase in training time cost can be at-
tributed to several factors, including script translit-
eration, the utilization of two PLMs, and the expan-
sion of parameters in fusion layers. Nonetheless,
it’s important to note that the dual-script text repre-
sentation method delivers significant performance
improvements, making the increase in cost accept-
able.

4.4. Ablation Study

Our ablation study focuses on the effect of the lin-
ear mapping layer. This mapping layer is integrated
in the addition fusion method, to eliminate the tok-
enization difference between two different scripts.

The tokenization difference problem arises when
integrating PLMs for sequence classification. For
instance, in English, the sequence "Hello Italy."
can be tokenized as ["hello", "italy","[PAD]","[PAD]"],
while its corresponding pronunciation mark se-
quence "h@’lou ’It@li" can be tokenized as ["h@’",
"lou", "’It@", "li"]. Specifically, during sequence clas-
sification tasks on ["hello", "italy"], it becomes nec-
essary to associate features of ["h@’", "lou"] with
"hello", and ["’It@", "li"] with "italy".

Table 5 shows the performance variances ob-
served in linear mapping layer ablation experiments
of the Dual-ADD fusion method. Models starting
with m- in the table have the linear mapping layer
removed. Specifically, the accuracy and macro F1
score dropped by eight percent while this layer was
removed in the NER task. Moreover, the accuracy
and macro F1 decreased by one percent while this
layer was removed in the POS Tagging task.

The ablation study results examine that the linear
mapping layer creates a mapping matrix to align
features from different PLMs of different scripts. It
also shows the significance of eliminating tokeniza-
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tion differences in sequence classification tasks
when combining features from different PLMs.

4.5. Discussion
In the proposed method for enhancing feature rep-
resentation using dual scripts, we depart from the
conventional approach where researchers typically
combine various features from a single script within
one language. Instead, we combine features from
different scripts within the same language.

Experiment results on multiple datasets show
the advantage of the dual-script feature represen-
tation method. Models with dual-script representa-
tions generally perform better in the tasks above.
It also provides evidence for the effectiveness of
combining different scripts of a single language in
feature representation. It’s worth noting that the
dual-script approach outperforms the single-script
method overall. In sequence generation tasks, the
addition-based fusion method stands out as highly
effective. In contrast, there isn’t a significantly su-
perior fusion method for sequence classification
tasks, thus, features of datasets should be taken
into consideration to get the best performance. To
be more specific, these findings underscore the
potency of the dual-script enhanced representa-
tion when combined with the addition-based fusion
method in sequence generation tasks. Additionally,
it demonstrates the capacity of this approach to
enhance model performance in tasks such as TC
and NLI.

Furthermore, we assessed the performance of
GPT-3.5-turbo on the Hindi NLI task, where it en-
countered significant challenges. This underscores
the importance of developing language-specific
expertise models for addressing such issues and
shaping the future of language understanding AI.

Nonetheless, employing two PLMs to create a
dual-script representation inevitably results in a
noteworthy escalation in both inference and train-
ing time. Furthermore, the incorporation of two
PLMs into a single network leads to an expansion
in the parameter space, feature dimensions, and
network depth, posing substantial challenges in op-
timizing the dual-script network. Additionally, the
heightened complexity and depth of the network
introduce uncertainties and safety concerns.

5. Conclusion

In this paper, we propose dual-script enhanced
word embedding representation methods for Hindi.
We introduce four different fusion methods for dual-
script word embedding fusion, namely, concatena-
tion, cross-attention, addition, and CNNs. More-
over, we conduct experiments on TC, NLI, POS Tag-
ging, and NER tasks, which in general show that

dual-script methods have significant advantages
and outperform single-script representation meth-
ods. It can be seen that different knowledge was
learned by PLM in different scripts of one language,
and combining them benefits language models.
It excavates the potential of combining different
scripts of one language with word representations.
This inspiration can be applied to other languages
which have more than one script, such as Chinese.
It will provide new ideas to promote the integration
of language models.
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Appendix A. Example Dialog of
gpt-3.5-turbo in NLI Task.

Figure 5: Example Dialog
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