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Abstract
Scientific paper summarization has been the focus of much recent research. Unlike previous research which
summarizes only the paper in question, or which summarizes the paper and the papers that it references, or
which summarizes the paper and the citing sentences from the papers that cite it, this work puts all three of these
summarization techniques together. To accomplish this, we have, by utilizing the citation network, introduced a
corpus for scientific document summarization that provides information about the document being summarized,
the papers referenced by it, as well as the papers that have cited it. The proposed summarizer model utilizes
the referenced articles as background information and the citing articles to capture the impact of the scientific
document on the research community. Another aspect of the proposed model is its ability to generate both the
extractive and abstractive summaries in parallel. The parallel training helps the counterparts to improve their indi-
vidual performance. Results have shown that the summaries are of high quality when considering the standard metrics.

Keywords: Scientific Document Summarization, Citation Network, Heterogeneous Graph Neural Network

1. Introduction

Text summarization represents an intricate proce-
dure that entails the automatic condensation of a
document, all the while preserving a succinct and
coherent rendition of its content. In contrast to the
widespread utilization of neural text summarization
systems for brief texts (Nallapati et al., 2016; Zhong
et al., 2019), their application to longer documents,
such as scholarly research publications, has not
been markedly prevalent. In the context of summa-
rizing scientific manuscripts, the prevailing method
typically involves the selective extraction of content
solely from the abstract, introduction, and conclu-
sion segments within the target articles (Yasunaga
et al., 2019).

Scientific publications are characterized by their
length, complex concepts, and domain-specific
knowledge. They follow a structured format with
sections, and include citations to previous works
serving to explain the subject matter to knowl-
edgeable readers while meeting publisher-imposed
page limits. Furnishing summarization models with
this background information is crucial for enhanc-
ing summary quality (An et al., 2021). Consider-
ing this fact, An et al. (2021) utilized the citation
network to incorporate the background information
when summarizing scientific articles. As a conse-
quence, summarizing scientific articles presents a
more daunting task than for other document types.

Moreover, there exists a latent dimension to the
impact of any given scientific article at the point of
its initial publication, which may become apparent
only in subsequent studies by other researchers.
While a paper’s abstract provides a valuable snap-

shot of the content as envisioned by the authors,
it may fall short in capturing the genuine influence
that the paper might wield within its domain over
time. This influence has the potential to evolve
and assume different dimensions as it reverberates
throughout the research community (Yasunaga
et al., 2019). For instance, we can examine the
abstract presented by Bergsma and Lin (2006):

We present an approach to pronoun reso-
lution based on syntactic paths. Through
a simple bootstrapping procedure, we
learn the likelihood of coreference be-
tween a pronoun and a candidate noun
based on the path in the parse tree be-
tween the two entities. This path infor-
mation enables us to handle previously
challenging resolution instances, and also
robustly addresses traditional syntactic
coreference constraints. Highly corefer-
ent paths also allow mining of precise
probabilistic gender/number information.
We combine statistical knowledge with
well known features in a Support Vec-
tor Machine pronoun resolution classifier.
Significant gains in performance are ob-
served on several datasets.

This abstract provides a glimpse into the method-
ologies employed by the authors, whereas the cita-
tions underscore the significance of the corpus it
presents. For instance:

For the gender task that we study in our ex-
periments, we acquire class instances by
filtering the dataset of nouns and their gen-
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ders created by Bergsma and Lin (2006).
(Bergsma and Van Durme, 2013)

Jaidka et al. (2019)) have discerned this absent
facet within the realm of scientific document sum-
marization and have undertaken its remediation by
introducing a collaborative endeavour. This endeav-
our is designed to generate summaries that not only
encapsulate the content within the document’s body
but also encompass the broader perspective of the
research community regarding these documents’
evolution over time.

There has not been a single concerted effort to
amalgamate these two approaches which would
entail developing a summarization model that not
only assimilates the content of the source document
and its contextual background but also possesses
the capability to gauge the article’s influence on
its respective academic community through an ex-
amination of the citations it has garnered. Consid-
ering this fact, in this work, we have introduced a
standalone summarizer model which provides an
enriched summary of any scientific document com-
bining the knowledge of the articles referenced in
the body of the considered document plus the sum-
mary of the citation statements made on that partic-
ular article in other works together with a summary
of the considered article. In pursuit of this goal, we
have introduced a corpus for scientific document
summarization that leverages the citation network.
This corpus furnishes comprehensive information
encompassing the document under scrutiny, the
papers referenced within it, and the papers that
have subsequently cited it. This corpus is formed
from a subset of the SSN corpus (An et al., 2021).

Another aspect of this work is that the introduced
summarizer model has the ability to produce both
the extractive and abstractive summaries in par-
allel. The rationale behind generating these two
summaries in parallel lies in the reciprocal enhance-
ment that occurs during the creation of each sum-
mary. The extractive summarizer represents a fu-
sion of the heterogeneous graph-based neural net-
work (Wang et al., 2020a) and the graph attention
network (Welling and Kipf, 2016) and the abstrac-
tive summarizer is founded on a Longformer (Belt-
agy et al., 2020) decoder architecture. These two
summarizer units establish a bidirectional informa-
tion exchange by transmitting supplementary con-
trol signals to each other through the loss function.
This coordinated approach ensures the concurrent
generation of high-quality abstractive and extractive
summaries. Prior to utilizing these two summariza-
tion units, the considered article is segmented us-
ing the segmentation technique proposed by Xing
et al. (2020) and for each segment it leverages
the citation graph to incorporate background infor-
mation. Subsequently, employing an hierarchical
structure, the summaries of the segments are ac-

cumulated, the summary of the citing statements
are concatenated, and applying the summarizer
unit over these intermediate summaries the final
summary is generated. Our contributions can be
succinctly summarized as follows:

• We have developed a corpus, utilizing the cita-
tion network, for scientific document summa-
rization containing 10k research articles. As
per our knowledge, this is the first corpus cu-
rating the referenced and citing sides of the
citation network for this task.

• We have developed a standalone model comb-
ing segmentation and summarization tech-
niques that has the ability to gather back-
ground information from the referenced arti-
cles and reflect the impact of the work on the
corresponding research community consider-
ing the citations made on it while generating
the summaries of the scientific document.

• The model has the capability to produce both
the extractive and abstractive summaries in
parallel. This parallel training of these two units
allow each other to improve their individual
performance.

2. Related Work

In the wake of the remarkable progress in neural
network technology, a number of noteworthy re-
search endeavours have emerged in recent years
that focus on the generation of extractive sum-
maries (Yasunaga et al., 2019) as well as abstrac-
tive summaries (Yu et al., 2020; Zhang et al., 2019)
in the realm of scientific document summarization
(Cohan et al., 2018; El-Kassas et al., 2021; Zhang
et al., 2022; Altmami and Menai, 2022).

Extractive summarizers identify pivotal sen-
tences from the source document to form the
summary; however, they tend to lack the coher-
ent flow of information. Inceptive studies (Erkan
and Radev, 2004; Mihalcea and Tarau, 2004) em-
ploy cosine similarity measurements between sen-
tences for constructing a graph that encapsulates
inter-sentence correlations. Certain contemporary
research endeavours (e.g., (Cohan and Gohar-
ian, 2018; Yasunaga et al., 2017)) have incorpo-
rated discourse-related information from the arti-
cles in conjunction with inter-sentence correlations
to formulate graphs and subsequently generate
document summaries. Li et al. (2020) fine-tuned
T5 and integrated an extractive summarizer using
Graph Convolutional Networks (GCN) for the pur-
pose of generating summaries from extensive sci-
entific documents. Wang et al. (2020a) have em-
ployed supplementary semantic units in a graph
neural network (GNN) to establish intricate rela-
tionships between sentences while designing their
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extractive summarizer. Xie et al. (2022) have in-
troduced an extractive summarizer model for long
documents (GRETEL) utilizing a graph contrastive
topic model and a pre-trained language model. Cho
et al. (2022) have introduced a model (Lodoss)
which segments the document and extracts the
important sentences simultaneously.

Abstractive summarization lays significant em-
phasis on formulating a generalized summary, of-
ten requiring the utilization of sophisticated lan-
guage generation models. These models are com-
monly built upon sequence-to-sequence (seq2seq)
architectures, wherein the source document is
treated as one sequence, while its correspond-
ing summary is considered another. Cohan et al.
(2018) pioneered the development of the initial ab-
stractive summarizer designed for lengthy scientific
articles. Their approach incorporates an hierarchi-
cal encoder and a discourse-aware attentive de-
coder to accomplish this task. Mishra et al. (2022)
implemented a citation contextualization method to
extract distinct and pertinent sentences from the
document. Subsequently, they employed a multi-
objective clustering approach to generate the fi-
nal summaries. Liu and Lapata (2019) harnessed
the encoder-decoder framework of BERT, enabling
their model BERTSUMABS to generate abstrac-
tive summaries. Wang et al. (2020b) entailed the
independent extraction of latent topics from the in-
put text, aiming to capture the underlying themes
or concepts within the document. Subsequently,
these extracted latent topics are employed to aug-
ment the performance of the summarizer. Yu et al.
(2020) utilized the guidance of an extractive sum-
marizer to enhance the performance of their ab-
stractive summarizer (DimSum). It employs BART
(Lewis et al., 2020) as the foundation for its ab-
stractive summarizer. The amalgamation of loss
functions from both the extractive and abstractive
summarizers contributes to the model’s ability to
generate improved lay summaries from scientific
documents. Gupta et al. (2022) employed both
BERT and graph-based methodologies in their work
on biomedical document summarization. Page-
Sum (Liu et al., 2022) reduces memory overhead
by treating the input document as a collection of
pages based on locality. Each page is indepen-
dently encoded by the abstractive model’s encoder
and the decoder generates local predictions for
each page and assigns confidence scores to these
predictions. HierGNN (Qiu and Cohen, 2022) is a
neural encoder with reasoning capabilities, making
it compatible for integration into various seq2seq
neural summarization models.

A citation network has two sides: the articles
being referenced in the considered literature, and
the articles that have cited the considered article.
To incorporate the information from the referenced

articles while summarizing scientific documents,
An et al. (2021) introduced a substantial corpus,
denoted as SSN, comprising 141,000 research pa-
pers interconnected through a citation network. Ad-
ditionally, they presented a graph-based summa-
rization model called CGSUM to extract informa-
tion from both the source document and the cit-
ing texts, enhancing its summarization capabilities.
Yasunaga et al. (2019) introduced a corpus (CL-
SciSumNet) comprising 1000 research articles with
the citations made on them. The intention of their
work is to generate summaries that also portray the
contribution of this work on the research community
by means of accumulating the citing statements.
However, as per our knowledge, there is no work
yet available that combines the information from
the referenced articles to grasp the background
knowledge, and at the same time, the impact of
the work by analyzing the citations made on the
considered article when generating the summary.
Filling this gap has been the motivation of our work
presented here.

3. Corpus Creation

Summarizing scientific literature is complex due
to the need for contextual background knowledge,
including references. Summarizer models require
information from referenced articles. Additionally,
assessing an article’s true impact often requires an-
alyzing citing statements. The SSN corpus offers
background information from referenced articles,
and the CL-SciSumNet corpus provides citing state-
ments. However, there’s no corpus connecting both
facets of the citation network.

Considering these factors, we’ve introduced a
corpus tailored for scientific document summariza-
tion. This corpus covers both sides of the cita-
tion network: the referenced articles and the citing
statements. Our corpus is, in part, a subset of the
SSN corpus. While the SSN corpus contains back-
ground references, it lacks citing statements. To
address this, we’ve enhanced our corpus by adding
citing statements from citing papers to bridge this
gap and build a more comprehensive corpus.

To create our corpus, we used the citation net-
work to identify citing papers. We then manually
extracted statements referencing the cited article
from these citing papers. The SSN corpus, with its
141K articles, is quite extensive, so we selected a
random subset of 10,000 papers for summarization.
These papers have word lengths between 1,000
and 3,500 words, excluding background or related
work sections. We deliberately chose this word
length range to accommodate both the document
and its citing statements within the Longformer’s
4,096 token intake limit. In the papers earmarked
for summarization, background and related work
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sections were removed. The dataset is partitioned
into three subsets: 8,000 articles for training, 1,000
for validation, and another 1,000 for testing.

We have categorized the intentions expressed
by citations into three classes: positive, neutral,
or negative. For each paper, we have selected
a maximum of 20 citation statements from each
of these categories. Notably, negative citations
are less prevalent, so for papers with limited nega-
tive citing sentences, we prioritized selecting more
neutral and positive ones. To perform this catego-
rization, we have experimented with various BERT-
based models and ultimately fine-tuned RoBERTa
(Liu et al., 2019) on the Citation Sentiment Corpus
(CSC) (Athar, 2011) and used this model to classify
all the curated citation statements (Kundu, 2023).

To create summaries that amalgamate the per-
spectives of both the authors and the broader re-
search community, we took a multi-step approach.
Initially, we provided the abstracts of the research
papers along with their corresponding citation state-
ments to a fine-tuned T5 model (Raffel et al., 2020).
This model had been trained on the CL-SciSumm
corpus. It generated five different summaries for
each document. Subsequently, these five sum-
maries for each document were fed into a pre-
trained Longformer architecture. This process pro-
duced five vector representations. To determine
the most suitable summary, we compared these
vector representations against the reference sum-
mary using cosine similarity. The summary with
the highest cosine similarity to the reference sum-
mary was selected as our T5-Generated Summary,
thereby reflecting a synthesis of both the authors’
viewpoints and the broader research community’s
perspectives. To capture the background informa-
tion we have used the citation network used di-
rectly in the SSN corpus. The maximum length of
the summaries has been set to 500 tokens. For
cleaning the equations and other unnecessary sym-
bols, we have used the regex commands used in
Singha Roy and Mercer (2022).

To validate the quality of the proposed corpus,
we have performed an analysis on a statistically rep-
resentative sample of the corpus (95% confidence,
and 3% error margin) with three human annota-
tors’ assistance. From the pool of 10,000 summa-
rization samples, 400 were chosen randomly and
annotated by three annotators for this statistical
analysis. Each annotator assessed whether the
T5-generated summaries capture the same infor-
mation as the abstract plus the citing statements.
Annotator one said that 374 samples did, annota-
tor two, 368 and annotator three, 371. Annotators
one and two agreed that 368 samples compare
correctly and 16 do not giving a Cohen’s κ = 0.89.
Between annotators two and three the agreement
is with 396 samples (368 are correctly summarized

Figure 1: Flowchart of the corpus creation

and 28 are not) with κ = 0.93. Between annotators
one and three the agreement is found for 398 sum-
maries (370 correctly summarized and 27 not) with
κ = 0.94. The approach for the corpus creation
and its validation is shown as a flowchart in Figure
1.

4. Methodology

This section commences with the problem formu-
lation, outlining how the summarization task of the
considered document is enriched by utilizing the
information contained in the network of referenced
and citing papers. Then, the architecture of the
proposed model is discussed.

4.1. Problem Formulation
Scientific papers possess a distinct attribute charac-
terized by the presence of the citation relationship
(referring to and referred to) among papers and the
logical coherence in their content. Figure 2(a) visu-
alizes this relationship augmented with the ideas of
segmenting the considered paper and accumulat-
ing only the relevant sentences in the citing papers,
both aspects which will be discussed later. These
relationships will be used to enhance the effective-
ness of summarization tasks in this domain.

To leverage this interconnected nature of scien-
tific literature, we have utilized the concept of a
citation graph. Description of this graph and its sub-
graphs will be used to describe how the model uses
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Figure 2: Architecture and workflow of the proposed model.

various portions of it. For the citation graph on the
whole dataset G = (V,E), each node v ∈ V sym-
bolizes a scientific article and each edge ei,j ∈ E
portrays the relationship between articles repre-
sented by vi and vj . In this graph, the background
knowledge for a scientific article vi, (the papers
to the left of the considered paper, D, in Figure
2(a)), is represented by the subgraph Gref

i which
contains the relation between vi and V ref

i which is
the set of the articles being referenced by vi. This
is further refined by another characteristic of the
scientific article, the structured representation of
its information (Cho et al., 2022). To preserve this
structure, we have applied the segmentation ap-
proach used in Xing et al. (2020). Our work applies
this segmentation on document D, the scientific
article being considered, to define the citation sub-
graph Gi

Segp for each segment Segp, p = 1, ..., n

in D to accumulate the background information for
all segments.

To define the second subgraph Gciting
i , we accu-

mulate the citing statements referring to vi (see
Figure 2(a)) and use this as Segciting.

4.2. Model Architecture
Our proposed model operates concurrently on the
segmentation and summarization tasks, enabling
the acquisition of robust sentence representations.
The model architecture is portrayed in Figure 2. Ini-
tially, the document is segmented into sections us-
ing the segmentation model introduced by Xing et al.
(2020). This segmentation utilizes the word embed-
dings from Longformer as input and applies atten-
tive Bi-LSTM on top of it to get the sentence rep-
resentations. Another sentence representation is
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generated from pre-trained Longformer and these
two features are concatenated together. This con-
catenated feature vector is then fed to the following
Bi-LSTM layer which predicts the section bound-
aries. This segmentation problem is formulated
as a binary classification problem. To label each
article, the sentence starting each segment of the
article is labelled with 1 and all others with 0. This
segmentation model is optimized with the binary
cross entropy loss function (Eq. 1 where k is the
number of sentences in the document).

Lseg = −
k−1∑
i=1

[yi log pi + (1− yi) log(1− pi)] (1)

After the segmentation is completed, the citation
graph is utilized to aggregate the abstracts of the
articles referenced by each segment p. For the
considered document D, represented by vi in the
citation graph, these articles are represented by
the nodes in Gi

Segp . These groups of abstracts are
then fed to the subsequent summarizer unit per
segment.

The summarizer unit has two components: ex-
tractive and abstractive summarizer units. The ar-
chitectural overview of the summarizer unit is de-
picted in Figure 2(b). When developing the extrac-
tive summarizer, we have focused on two discourse
aspects: sentence-level semantic connections for
information coherence and the influence of word-
level semantics on sentence correlations. With
these considerations, for a target document D, we
have designed the graph G = {V, E}, where V sym-
bolizes the nodes and E symbolizes the edges that
connect these nodes. The set of nodes V = Vw∪Vs,
where Vw = {vw1

, vw2
, ..., vwn

} is the set of all the
distinct words, Vs = {vs1 , vs2 , ..., vsm} denotes the
set of sentences in D, and D contains n unique
words and m sentences. E = EW-S ∪ ES-S is the
edge weight matrix where EW-S represents the
edges between word and sentence nodes, and
each element ewi-sj in EW-S is defined in such a
way that ewi-sj ̸= 0 (i ∈ {1...n}, j ∈ {1...m}) if
the sentence sj contains the word wi. Es-s symbol-
izes the edges between sentences in the document.
The sentence nodes are initialized with Longformer
[CLS] tokens and the word nodes with:

wi =

∑
∀sj∈Vs ∧ ewi -sj ̸=0

vecwi,j∑
∀sj∈Vs

|ewi-sj ̸= 0|
(2)

where |ewi-sj ̸= 0| is the number of occurrences of
the word wi in D and vecwi,j symbolizes the Long-
former word token for word wi in sentence sj . Each
word-sentence edge ew-si,j ∈ EW-S is initialized
with the corresponding TF-IDF value. Each cross-
sentence edge esx-sy ∈ ES-S is initialized with the
cosine similarity between Longformer [CLS] tokens
of sentences sx and sy.

Scientific articles contain a large number of sen-
tences making operations on fully connected sen-
tence node graphs computationally expensive. As
a solution, we have discarded the edge connec-
tions between sentence nodes with cosine similar-
ity values below a threshold, θ = 0.3, since experi-
mentally, we have discovered that for θ ≤ 0.3, the
summarization quality of the model is not affected.
To find this optimal cut-off value (θ) we conducted
experiments using various cosine similarity thresh-
olds between sentence nodes, ranging from 0.20
to 0.60 with intervals of 0.05. To further reduce
the computational overhead, the vocabulary size is
reduced by replacing words in the document with
common synonyms.

Once the graph G has been constructed and ini-
tialized, a graph attention network (GAT) is applied
over the word and sentence nodes in an iterative
manner to update them. This GAT layer has been
designed by following Wang et al. (2020a). Con-
sidering hi as the hidden state representation of
either vwi ∈ VW or vsi ∈ VS , where hi ∈ Rdh and
i ∈ {1, ..., (n + m)}, the GAT layer (incorporating
the edge information) is delineated as:

µi,j = LeakyReLU(Wa[Wqhi;Wkhj ; ei,j ]) (3)

αi,j =
exp(µi,j)∑

l∈Ni
exp(µi,l)

(4)

ui = σ(
∑
j∈Ni

αi,jWvhj) (5)

where, Wv Wk, Wq, and Wa are weight matrices
that are updated iteratively. Ni is the set of 1-hop
distant neighbour nodes. The attention value be-
tween neighbour nodes hi and hj is depicted by
αi,j . For K attention heads, this GAT layer is de-
signed as:

h′
i = ||Kk=1σ(

∑
j∈Ni

αk
i,jWkhi) (6)

Furthermore, a residual connection has been
added to prevent gradient vanishing and the final
hidden representation, hi, is:

hi = h′
i + hi (7)

In the first step of model training, the sentence
nodes are updated, influenced by their 1-hop dis-
tant word nodes, using the aforementioned GAT
layer and the position-wise feed-forward network
(FFN) (Wang et al., 2020a):

U (1)
w→s = GAT (H(0)

s ,H(0)
w ,H(0)

w ) (8)
H(1)

s = FFN(U (1)
w→s +H(0)

s ) (9)

where H0
w = Vw, and H0

s = Vs. In Eq. 8, H0
s has

been considered as the attention query matrix, and
H0

w as both the key and value matrices.
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Once the sentence nodes are updated using the
adjacent word nodes, in the following step the sen-
tence nodes are updated using cross-sentence
correlations, followed by a word node update
step using the last-modified sentence node rep-
resentations. Thus, each iteration comprises a
sequence of sentence-sentence, sentence-word,
word-sentence and cross-sentence edge updates.
At the tth iteration, this operation can be stated as:

U (t+1)
s→s = GAT (H(t)

s ,H(t)
s ,H(t)

s ) (10)
H′(t+1)

s = FFN(U (t+1)
s→s +H(t)

s ) (11)
U (t+1)
s→w = GAT (H(t)

w ,H′(t+1)
s ,H′(t+1)

s ) (12)
H(t+1)

w = FFN(U (t+1)
s→w +H(t)

w ) (13)
U (t+1)
w→s = GAT (H′(t+1)

s ,H(t+1)
w ,H(t+1)

w ) (14)
H(t+1)

s = FFN(U (t+1)
w→s +H′(t+1)

s ) (15)
∀esi−sj ∈ ES−S = cos (H(t+1)

si ,H(t+1)
sj ) (16)

The Longformer decoder has been utilized as the
abstractive summarizer following the approach
used by Yu et al. (2020).

For each segment, once the abstracts of the ref-
erenced articles are extractive- and abstractive-
summarized, these two summaries are individually
concatenated with the segment. These texts are
then fed to their corresponding summarizer unit to
produce extractive and abstractive summaries of
each segment. At this step of the hierarchy, the
accumulated citing statememts are also extractive-
and abstractive-summarized. In the last hierarchi-
cal step, the extractive and abstractive segment
summaries are concatenated with the correspond-
ing summary of the citing statements and fed to the
corresponding summarizer unit to produce the final
extractive and abstractive summaries of the con-
sidered article. Both the extractive and abstractive
summarizer units use cross-entropy loss functions
(Lext and Labs, accordingly). The model’s loss func-
tion, L is defined as:

L = Lext + Labs + Lseg (17)

5. Experiments

This section first gives a brief description of the
hyper-parameter settings and hardware used for
the model implementation and then presents the
results achieved by the proposed model described
in the previous section on the corpus outlined in
Section 3.

The experiments have been conducted on a
48GB NVIDIA RTX A6000 GPU with batch size =
5 to accommodate the large number of sentences
in the scientific documents. For model training with
a small batch size, we have followed the approach
of Sefid and Giles (2022). Gradients are collected

for ten steps and then the parameters are adjusted.
The NOAM scheduler is used to regulate the learn-
ing rate. Furthermore, to prevent the exploding
gradient problem, we have used gradient clipping.
The extractive summarizer is initialised with 768-
dimensional Longformer embeddings. After that,
the extractive summarizer unit uses the GAT (with
8 attention heads) and the following FFN layer to
update the graph nodes. After every forward pass,
the abstractive and extractive summarizer units’
losses are calculated separately. If either unit’s
validation loss decreases for 5 continuous epochs,
its parameter values are stored and its training is
paused for the next 10 iterations. We have trained
the model for 200 iterations. The FFN hidden layer
size is set to 512. For the parallel training of the
summarizers, we have followed the approach pro-
posed by Yu et al. (2020). For the segmentation
model, apart from the word embedding dimension,
we have replicated the hyper-parameter settings
used by Xing et al. (2020). This model is fed with
768-dimensional Longformer word vectors. For
all of the experiments we have performed 10-fold
cross validation and the results reported here are
the means of the experimental outcomes.

We have assessed the segmentation perfor-
mance using F-1 scores. Like Cho et al. (2022),
we have experimented with predicting the first sen-
tence and last sentence of each segment and found
that when predicting the first sentence of each seg-
ment, the model performs better, which supports
the claim in Cho et al. (2022). With the joint training
of segmentation and summarization, our segmen-
tation model has achieved 86.19 F-1 score on the
segmentation task when predicting the first sen-
tences of the segments. We have also noticed that
sentences near the segment boundaries are more
prone to be included in the summaries.

In order to assess the efficacy of our model for
extractive summarization, we undertake the train-
ing and evaluation of the following extractive sum-
marization models with our adapted corpus: (1)
BERTSumExt (Liu and Lapata, 2019), an exem-
plar grounded in BERT; (2) HeterSumGraph (Wang
et al., 2020a), a heterogeneously structured graph-
based technique that accounts for inter-sentence
relationships by incorporating supplementary se-
mantic elements; (3) CGSUM (An et al., 2021), a
graph-based summarization model that incorpo-
rates the information from the source paper plus
the referenced articles; and (4) Lodoss (Cho et al.,
2022) which performs the segmentation and sum-
marization tasks in parallel regularized by the de-
terminantal point processes regularizer. In the con-
text of abstractive summarization benchmarking,
our experimentation encompasses the utilization of
the following models: (1) PTGen+Cov (See et al.,
2017), founded upon a hybrid pointer generator net-
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Models On Abstracts as Summaries On T5-Generated Summaries
R-1 R-2 R-L METEOR R-1 R-2 R-L METEOR

Extractive
BERTSumExt (Liu and Lapata, 2019) 45.63 15.99 41.91 34.89 46.01 16.17 42.18 34.97
HeterSumGraph (Wang et al., 2020a) 46.35 16.22 42.64 35.02 46.81 16.29 42.82 35.16
CGSUM (An et al., 2021) 46.98 17.02 44.17 38.26 46.96 16.96 43.85 37.93
GRETEL (Xie et al., 2022) 47.09 17.16 44.26 38.50 47.14 17.08 44.32 38.42
Lodoss (Cho et al., 2022) 47.17 17.22 44.37 38.61 47.29 17.24 44.47 38.66
Proposed Model (Extractive) 48.39 18.18 45.18 39.13 48.43 18.21 45.19 39.11
Abstractive
PTGen+Cov (See et al., 2017) 43.99 14.12 38.16 33.51 43.97 14.10 38.18 33.46
BERTSumAbs (Liu and Lapata, 2019) 45.01 15.33 38.96 34.59 45.02 15.36 39.00 34.64
BERT+CopyTransformer (Aksenov et al., 2020) 45.62 15.78 39.93 34.84 45.54 15.81 39.91 34.88
Proposed Model (Abstractive) 48.12 17.96 44.91 38.85 48.04 17.99 44.71 38.82

Table 1: Results on the proposed corpus. The results consider both the abstracts and the T5-generated
summaries incorporating citation statements as the reference summaries. Best results are in bold font.

work designed to facilitate verbatim transcriptions
from the source text; (2) BERTSumAbs (Liu and
Lapata, 2019), a model rooted in the BERT archi-
tecture; and (3) BERT+CopyTransformer (Aksenov
et al., 2020), which leverages BERT-windowing
techniques to manage textual content exceeding
the inherent BERT window limitations. While train-
ing these models, to incorporate the background
information, we have concatenated the abstracts of
the referenced articles and the considered article
following An et al. (2021). The citation statements
are also concatenated at the end. The same ap-
proach is used for HeterSumGraph and CGSUM.
To overcome the token intake limitation of the BERT-
SumEXT and BERTSumAbs, we have added ad-
ditional positional encoding which is added ran-
domly and fine-tuned in the training phase (An et al.,
2021).

The performances for the prior models and our
novel proposal are presented in Table 1 using four
commonly used metrics. For reference summaries,
we have taken into account not only the paper ab-
stracts but also the summaries that we have pro-
duced by amalgamating the abstracts with the citing
statements via the T5 framework.

HeterSumGraph scrutinizes immediate associ-
ations among words and sentences within textual
contexts limited to a maximum of 50 sentences.
Conversely, our innovative model not only takes
into account these immediate cross-sentence corre-
lations but is also adept at handling more extensive
text spans, accommodating up to 3500 words.

Over the sentence-word relationships presented
in HeterSumGraph, our model provides inter-
sentence correlations. These supplementary func-
tionalities, coupled with the enhanced word and
sentence features offered by LongFormer, collec-
tively contribute to a notable enhancement in our
model’s performance.

CGSUM can take up to two-hop reference arti-
cles. For the experiment here, it has been restricted
to one-hop to comply with our proposed corpus.
However, CGSUM considers all the abstracts from

the reference article at once, rather than being used
segment by segment. Using reference abstracts
segment by segment and utilizing an hierarchical
summarization approach over segments allows our
model to benefit from the background information
in the reference articles where it is needed.

However, it is essential to acknowledge that the
heightened capabilities of our model necessitates
a commensurate increase in computational time
and resource allocation.

In terms of performance, our model demon-
strates a substantial gain over other models for
the extractive summarization task. The extractive
summarizer unit, in our model, has achieved 45.18
Rouge-L (R-L) and 39.13 METEOR scores over
the “Abstracts as Summaries” which is 0.81 R-L
and 0.52 METEOR higher than Lodoss, which is
the best performing model among the other ex-
tractive summarizers . Over the “T5 Generated
Summaries”, our model has outperformed Lodoss
by 0.72 R-L and 0.45 METEOR scores by attaining
45.19 R-L and 39.11 METEOR scores.

Like the extractive summarizer unit, our ab-
stractive summarizer unit has also outperformed
the other abstractive summarizer units by attain-
ing 44.91 R-L and 38.85 METEOR scores over
the “Abstracts as Summaries”, and 44.71 R-L
and 38.82 METEOR scores over the “T5 Gener-
ated Summaries”. The best performing model
among the considered abstractive summarizers,
BERT+CopyTransformer, has achieved 39.93 R-L
and 34.84 METEOR over the “Abstracts as Sum-
maries”, and 39.91 R-L and 34.88 METEOR over
the “T5 Generated Summaries”.

To perform the ablation study, different units from
the proposed model are discarded and then the
performances are reported (see Table 2). Experi-
mental results show that if the word-sentence up-
date step is discarded, the model is affected more
than by discarding the sentence-sentence update
step. This difference corresponds with our knowing
that the sentence nodes are still connected via the
word nodes, and suggests that removing the word-
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Discarded Unit R-L METEOR
Sentence-Sentence update† 43.98 38.68
Word-Sentence update† 42.51 37.22
Abstractive summarizer† 43.95 38.47
Extractive summarizer∗ 41.63 36.56
Citation network† 42.17 37.16
Citation network∗ 41.74 36.89
Segmentation unit† 43.21 38.14
Segmentation unit∗ 42.68 37.79
Synonym replacement† 44.07 38.25
Synonym replacement∗ 42.94 37.58

Table 2: Ablation Study on the T5 generated sum-
maries: † indicates the extractive summaries and ∗
indicates the abstractive summaries.

sentence update step has a greater information
loss. Furthermore, the results show that replacing
uncommon words with corresponding common syn-
onyms not only reduces the computational burden,
but also improves the performance and justifies
the claim by Wang et al. (2020a) which states that
articles containing words with higher node degree
not only make the summarization task easier for
the deep learning models but also improves the
performance.

Another observation that we have drawn from the
ablation study is that discarding the extractive sum-
marizer affects the abstractive summarizer more
than the extractive summarizer is affected when the
abstractive summarizer unit is discarded. These
performance drops for the summarizer units also in-
dicate the significance of the parallel training of the
extractive and abstractive summarizers. Both the
extractive and abstractive summarizer units are af-
fected with a performance drop in both cases when
the background information provided by the citation
graph or the segmentation units are discarded.

The ablation study also shows that provid-
ing background information segment-by-segment
rather than providing this information as a unit helps
the summarizer model attain better performance.

6. Conclusion

In this paper, we have introduced a scientific doc-
ument summarization model that leverages refer-
ences within the article to provide background in-
formation and reflects the impact of the cited work
on the research community through citation state-
ments. We have created a novel corpus based on
a citation graph, encompassing abstracts of ref-
erence papers and citing statements for 10,000
scientific articles. This work takes the background
information from the reference articles segment-
by-segment. To our knowledge, this is the first ap-
proach to bridge the gap between the two facets of
the citation graph in scientific document summariza-

tion. Furthermore, this is the first work where the
background information has been applied segment-
wise. And our experimental results show that these
approaches have allowed the model to attain su-
perior performance compared to the other SOTA
works1.

Limitations

We have trained both the extractive and abstrac-
tive summarizer units for a large number of epochs.
Though to prevent any unit from being over-fitted
we have checked the curve of validation loss after
every 5 epochs. This is very computationally ex-
pensive and demands a longer period of time for
model training.
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