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Abstract
Event Coreference Resolution remains a challenging discourse-oriented task within the domain of Natural
Language Processing. In this paper we propose a methodology where we combine traditional mention-pair
coreference models with a lightweight and modular graph reconstruction algorithm. We show that building
graph models on top of existing mention-pair models leads to improved performance for both a wide range of
baseline mention-pair algorithms as well as a recently developed state-of-the-art model and this at virtually no
added computational cost. Moreover, additional experiments seem to indicate that our method is highly robust in
low-data settings and that its performance scales with increases in performance for the underlying mention-pair models.
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1. Introduction

Event Coreference Resolution (ECR) is a discourse-
oriented NLP task in which the primary goal is to
find textual references that refer to the same hap-
pening, be it a fictional or real-world event. Typically,
the textual representation of an event is designated
as an event mention. Consider the following:

1. Elon Musk [completes]Event $44 billion deal to
own Twitter

2. Elon Musk’s contested and tumultuous Twitter
[acquisition]Event

While human readers can easily call on extra-
linguistic knowledge to determine that Examples 1
and 2 do indeed refer to the same real-word event,
this is no trivial task for most AI algorithms. Many
state-of-the-art Large Language Models (LLMs)
possess powerful commonsense reasoning abil-
ities and are, to a certain degree, able to re-
solve local instances of coreference given sufficient
document-level context (Ravi et al., 2023; Liu et al.,
2023; Zhang et al., 2023). However, in application
settings where wider context is often lacking and
coreference resolution needs to be performed on a
very large scale such methods currently fall short,
even more so in languages other than English (Lu
and Ng, 2018). Nonetheless ECR, especially when
considering cross-documents settings, holds great
potential for a large variety of practical NLP appli-
cations such as large-scale document summariza-
tion (Liu and Lapata, 2019), information extraction
(Humphreys et al., 1997) and content-based news
recommendation (Vermeulen, 2018).

Recent work has pointed out the potential of us-
ing small and efficient graph models, in which coref-

erence resolution is framed as a graph reconstruc-
tion task as a viable strategy for large-scale cross-
document ECR (De Langhe et al., 2023b). In this
setting, one assumes that a number of coreferen-
tial links between events are given and a graph-
based auto-encoder is then used to predict the
missing links. However, a major problem emerges
when evaluating the applicability of these methods
in practical settings. For a graph reconstruction
algorithm to work, at least part of the coreference
graph should be known. As such, from-scratch pre-
diction of coreferential chains on large collections
of unstructured data seems impossible.

In this paper, we overcome this problem by outlin-
ing a methodology in which traditional event coref-
erence resolution algorithms are extended by build-
ing a modular and lightweight graph reconstruction
model on top, allowing for both from-scratch coref-
erence link prediction, as well as fast generalisation
across large document collections. To this purpose
we perform a large number of experiments using dif-
ferent baseline encoder ECR models (De Langhe
et al., 2023b), as well as a recently developed
state-of-the-art ECR model (Yao et al., 2023). Our
results reveal that performance increases signif-
icantly across the board by using simple graph
auto-encoder networks (Kipf and Welling, 2016b)
as a supplement to LLM-based coreference clas-
sification at virtually no added cost with respect to
both training time and number of model parameters.
Moreover, we show that the proposed methodology
involving modular graph reconstruction algorithms
is robust against incorrect classifications made by
the underlying mention-pair models whilst being
highly data efficient at the same time.

The remainder of this paper is organized as fol-
lows: first, we give an overview of available corpora
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and state-of-the-art methods for ECR (Section 2).
Then, we describe the different components of our
experimental pipeline (Section 3). Finally, we ana-
lyze the obtained results (Section 4) and perform
a series of additional experiments highlighting cer-
tain properties of the newly developed approach
(Section 5).

2. Related Work

2.1. Data
Large-scale cross-document ECR corpora are no-
toriously difficult to create due to their extensive an-
notation process involving the annotation of each
mention and its potential arguments, as well as
cross-linking these mentions over an entire docu-
ment collection which often comprises hundreds
or thousands of documents. Although some re-
search has attempted to create large-scale corpora
in a semi-supervised manner (Eirew et al., 2021),
issues with respect to more fine-grained event an-
notation persist. As such, only a few established
corpora currently exist, with most of them being
entirely composed of English language data.

We can distinguish two broad categories of ECR
corpora. First, there are corpora adhering to a
strict event taxonomy, where event mentions are
only included if they fall within certain predefined
event types and subtypes such as Life-BeBorn
or Business-StartOrganization (NIST, 2005). This
category includes datasets such as the ACE cor-
pora (English/Chinese) (NIST, 2005), TAC-KBP
(English/Chinese/Spanish) (Mitamura et al., 2015),
ECB+ (English) (Cybulska and Vossen, 2014b) and
the MEANTIME NewsReader corpus (Dutch) (Mi-
nard et al., 2016). Second, some corpora forgo the
aforementioned event taxonomy and focus instead
on unrestricted events. In this case, event mentions
do not have to belong to a predefined list of possi-
ble event types. Unrestricted ECR corpora include
the OntoNotes dataset (English) (Pradhan et al.,
2007), which does not distinguish between entity
and event coreference chains, and the ENCORE
corpus (Dutch) (De Langhe et al., 2022).

2.2. ECR
Methods in ECR research are primarily based on
earlier work in entity coreference studies (Rahman
and Ng, 2009) where instead of finding links be-
tween events, the task is to link certain entities
which are in a coreferential relation. The primary
paradigm for the task of coreference resolution, be
it entity or event resolution, takes the form of a
binary mention-pair approach. This method gen-
erates all possible mention pairs and reduces the
task to a binary classification decision (coreferent
or not) for each mention pair.

For event coreference resolution specifically, a
large variety of classical machine learning algo-
rithms have been tested using the mention-pair
paradigm, including decision trees (Cybulska and
Vossen, 2015), support vector machines (Chen
et al., 2015) and standard deep neural networks
(Nguyen et al., 2016). More recent work has
adopted LLMs and transformer encoders (Cattan
et al., 2021a,b), with span-based architectures at-
taining the best overall results (Joshi et al., 2020; Lu
and Ng, 2021). It has to be noted here that while tra-
ditional feature-based machine learning has been
entirely replaced by neural encoder-based meth-
ods, many of the core tenets and observations re-
main deeply embedded withing present-day ECR
research (Lu and Ng, 2021). Features such as
lexical closeness, often in the form of dice, cosine
and element-wise similarity, as well as structural
discourse properties such as sentence and event
distance are still explicitly modelled and integrated
in many state-of-the-art coreference resolvers to-
day (Yao et al., 2023). Additionally, in restricted
settings (i.e event mentions always belonging to a
predefined taxonomy), type-based decoding and
pruning methods have been shown to significantly
improve results for many of the established coref-
erence benchmark datasets (Lu et al., 2022; Yao
et al., 2023).

While the mention-pair paradigm has been the
preferred setup for most studies in coreference res-
olution, both entity and event alike, there exist some
notable caveats to this approach. First, mention-
pair models notoriously suffer from an over-reliance
on superficial lexical similarity (Ahmed et al., 2023),
meaning that lexically similar mentions are con-
sistently classified as being coreferent and that
non-lexically similar mentions are often deemed
non-coreferent. While similarity between mentions,
as previously discussed, is indeed one of the pri-
mary predictors of a coreferential relation, many
mentions will be wrongfully designated as corefer-
ent for merely belonging to the same domain. A
second problem is the number of possible mention-
pairs to compute in large-scale settings, which is
defined as:

n!

2!(n− 2)!

where n is the number of total events in the col-
lection. Previous work has proposed intervention
strategies either at the annotation-level (Cybulska
and Vossen, 2014b,a) or by inserting pruning algo-
rithms in the classification pipelines (Cattan et al.,
2021a) in controlled settings, however, some of
these methods cannot be fully extrapolated to ap-
plication settings.

In an effort to mitigate these issues, some studies
have sought to move away from the pairwise com-
putation of coreference by modelling coreference
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chains as graphs instead. These methods’ primary
goal is to create a structurally-informed represen-
tation of the coreference chains by integrating the
overall document (Fan et al., 2022; Tran et al., 2021)
or discourse (Huang et al., 2022) structure. Other
graph-based methods have focused on common-
sense reasoning (Wu et al., 2022). More recently,
graph reconstruction algorithms have also been
proposed for efficient large-scale ECR (De Langhe
et al., 2023b). However, as discussed in Section
1, these algorithms suffer from a fundamental flaw
in that they require a number of coreferential links
to accurately predict the remaining connections,
meaning that their deployment in from-scratch set-
tings remains difficult.

2.3. (V)GAE
Graph auto-encoder models were introduced by
Kipf and Welling (2016b) as an efficient method
for graph reconstruction tasks. In this original pa-
per, both variational graph auto-encoder (VGAE)
and non-probabilistic graph auto-encoder (GAE)
networks were introduced. The models are param-
eterized by a 2-layer graph-convolutional network
(GCN) (Kipf and Welling, 2016a) encoder and a
generative inner-product decoder between the la-
tent variables. Both the VGAE and GAE have been
successfully applied to a wide variety of applica-
tions such as molecule design (Liu et al., 2018)
and social network relational learning (Yang et al.,
2020). Despite their apparent potential for effec-
tively processing large amounts of graph-structured
data, application within the field of NLP has been
limited to a number of studies in unsupervised rela-
tional learning (Li et al., 2020).

3. Experiments

Our proposed methodology, which is illustrated in
Figure 1, consists of a standard training, validation
and testing pipeline using mention-pair coreference
models on top of which a small auto-encoder is built.
This auto-encoder uses the predicted mentions of
the first model as its own training data in order to
reconstruct missing coreferential links.

Please note that for the research presented in
this paper, we are mainly interested in enhancing
the actual resolution of the coreferential links, which
is why we start from gold-standard event mentions.

In the following sections, we describe and moti-
vate the data that has been used for the exper-
iments (Section 3.1) and explain which design
choices were made for the proposed architecture.
In order to illustrate the broad applicability of our
pipeline we evaluate with both a variety of base-
line models, each with a different encoder (Sec-
tion 3.2.1), as well as with a modified state-of-the-

art neural ECR model (Section 3.2.2).

3.1. Data
Our data consists of the Dutch ENCORE corpus
(De Langhe et al., 2022), which in total comprises
15,546 annotated events spread over 1,087 docu-
ments that were sourced from a collection of Dutch
(Flemish) newspaper articles collected in the cal-
endar year 2019. Coreferential relations between
events were annotated at the within-document and
cross-document level. Note that for the ENCORE
corpus during corpus creation raw documents were
grouped based on their approximate content to cre-
ate ’topic clusters’ similar to the ones in the ECB+
corpus (Cybulska and Vossen, 2014b). Cross-
document coreference links were annotated for
documents belonging to the same topic clusters
in order to maximize annotator efficiency. In ad-
dition to coreferential links 3 key event properties
were annotated for each event mention: the promi-
nence/importance of the event in a given news ar-
ticle (main event/background event), its realis (cer-
tainly happened/may not happen) and the general
sentiment (positive/negative/neutral) of the event.

Our motivation to rely on the ENCORE corpus
over other available corpora is two-fold. First, we
aimed to focus on unrestricted ECR, as we believe
that in application settings events will often not be
restricted to a certain taxonomy, but rather exhibit
a large topical variety. Second, while the English-
language OntoNotes corpus is also unrestricted, it
contains both entity and event mentions, which we
believe could incur certain difficulties for traditional
event conference resolution algorithms. This pri-
marily includes the presence of many anaphorical
pronominal mention-pairs which are more common
to corefer with entities, but are often absent for
events.

For our experimental setup we reserved 70 % of
the data for training, 15 % for validation and a final
15 % for testing. As the ENCORE corpus is split
up in several aforementioned topical clusters with
coreference links annotated intra-topic, we ensure
that there is no overlap between topics in training,
validation and test sets respectively. In accordance
with earlier studies on event coreference (Cattan
et al., 2021a), we sampled the number of instances
in the training set at a ratio of 20 negative samples
to each positive mention-pair.

3.2. Mention-Pair Coreference Models

3.2.1. Baseline Mention-Pair Models

The baseline mention-pair event coreference mod-
els we developed consist of a number of fine-tuned
BERT-based transformer models. First, each pos-
sible event pair in the training data is encoded
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Figure 1: Visualisation of the proposed architecture. A standard mention-pair coreference model is used
to predict coreference links between mentions. Then, a reconstruction algorithm is applied to find the
missing links between all mentions.

by concatenating the two events and by subse-
quently feeding these to a BERT-based encoder.
We use the token representation of the classifica-
tion token [CLS] as the aggregate embedding of
each event pair, which is subsequently passed to
a softmax-activated classification function. Finally,
the results of the text pair classification are passed
through a standard agglomerative clustering algo-
rithm (Kenyon-Dean et al., 2018; Barhom et al.,
2019) in order to obtain output in the form of coref-
erence chains. Each of these models was trained
for 3 epochs using an ADAM optimizer (Kingma
and Ba, 2014) and a learning rate of 2e-5 with a
batch size of 64.

We employ a variety of established transformer
encoders including the Dutch BERT-based BERTje
(de Vries et al., 2019) and RoBERTa-based Rob-
BERT (Delobelle et al., 2020) models. Additionally,
we also fine-tune on the multilingual models XLM-
RoBERTa (Conneau et al., 2019) and mDeBERTa-
v3 (He et al., 2021), the latter improving on the
earlier mentioned encoder models by using a vari-
ety of highly effective pre-training techniques such
as gradient Disentangled Embedding Sharing, dis-
entangled attention and the use of an enhanced
mask decoder.

None of the models described above have been
explicitly trained on newspaper data. Pre-training
for XLM-RoBERTa, RobBERT and mDeBERTa-v3
was all performed on cleaned multilingual (XLM-
R, mDeBERTa-v3) and monolingual Dutch (Rob-
BERT) CommonCrawl data (Wenzek et al., 2020;
Conneau et al., 2019). While the BERTje model
does contain some (online) Dutch news articles
up to 2019 (de Vries et al., 2019; Ordelman et al.,
2007), the majority of its pre-training data still
comes from other sources such as books and
crawled Wikipedia data. As the ENCORE corpus
we are working with only comprises news data

and studies have shown that transformer models
which have been domain-adapted by continually
pre-training them often outperform general mod-
els in domain-specific tasks (Gururangan et al.,
2020), we believe that we can present a stronger
baseline encoder algorithm by supplementing the
monolingual BERTje transformer model with ad-
ditional news data. The choice for BERTje as a
starting point is motivated both by the composition
of its original training data as well as its demonstra-
tively better results on news-based tasks, including
ECR (de Vries et al., 2023). In order to create the
domain-adapted BERTje model we continued its
pre-training on a (filtered) collection of Dutch online
news articles spanning the years 2020-20231. In
total, this additional pre-training corpus contains
around 20 million tokens of Dutch news articles,
including headlines. The model was trained us-
ing the original pre-training objectives which are a
Masked Language Modelling of consecutive word
pieces (MLM) and a Sentence order prediction
(SOP) task where each second sentence in a train-
ing example is either the next or previous sentence
(de Vries et al., 2019). We train the model with
the supplemental corpus for a total of 4 epochs
keeping the same hyperparameter configuration
that was used in the model’s original pre-training.
Throughout the rest of this paper we will refer to this
domain-adapted BERTje model as NewsBERTje.
This model is freely available2 through the Hugging-
Face Transformer framework (Wolf et al., 2019).

1https://www.kaggle.com/datasets/maxscheijen/dutch-
news-articles

2https://huggingface.co/LoicDL/NewsBERTje-base
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3.2.2. State-of-the-art Mention-Pair Model

In addition to the baselines we also couple our pro-
posed graph reconstruction model with the recently
developed event-aware ECR model by Yao et al.
(2023) which attains state-of-the-art performance
on the English ACE-05 dataset (NIST, 2005).

This model integrates multiple linguistically-
motivated features, as well as BERT-encoded event
spans for a more fine-grained event representation.
We did, however, make several modifications to the
model’s original implementation: (1) as we work
within an unrestricted event setup, we removed
those feature representations explicitly related to
event type, (2) we replaced the model’s SpanBERT
(Joshi et al., 2020) encoder for event mention spans
by a standard BERTje encoder, since there are cur-
rently no multilingual or monolingual Dutch Span-
BERT models available, (3) we also decided to add
three domain-specific news features (cfr. infra) to
the model as it has been shown that these features
potentially play a role in the coreference classifica-
tion decision (De Langhe et al., 2023a). Finally, (4)
in the original implementation the authors first fuse
the events’ feature representations with similarity
embeddings and then concatenate those similar-
ity embeddings again to the fused result. We did
not fuse the feature encodings with the similarity
encodings through a feedforward neural network
prior to computing the final coreference score, but
just concatenated these two information vectors
and used this as the input for a classification net-
work instead. We did this in order to shy away
from the aforementioned over-reliance on lexical
similarity features (Section 2.2). The paragraphs
below briefly describe how we encode both the sim-
ilarity between events in a mention pair as well as
the individual event features prior to applying the
coreference classification algorithm.

Similarity Encoding For each event pair i, j in
a given mention pair we create a pooled represen-
tation r of its span by passing it through a BERTje
encoder and averaging token representations for
each token in the span from the encoder’s hidden
layer. Then, we calculate cosine and element-wise
similarity between the obtained embeddings and
concatenate the pooled representations and simi-
larity measures in a pair-encoding vector:

Vsim = [ri; rj ;Simcos(ri, rj);Simele(ri, rj)]

This pair representation is subsequently passed
through a fusion layer parameterized by a feedfor-
ward neural network to obtain the fused similarity
pair representation Si,j :

Si,j = FFNN(Vsim)

Feature Encoding We integrate three domain-
specific event features for each event. First, the
event prominence (Background/main) to indicate
whether an event is the key event reported on
in a given document, or whether it is used as
background information. Second, the event re-
alis (Certain/Uncertain) which indicates whether
an event happened/will happen with absolute cer-
tainty or not. Third, the event sentiment (Posi-
tive/negative/neutral) which expresses the overall
sentiment of the event. For each individual event,
we create a representation Es of its span by feeding
it through a BERTje encoder and average-pooling
the 768-dimensional token representations for each
token t in the event span X. We then use a 2-
layer feedforward Neural Network to determine the
events’ label for the feature:

Es = Pooler(BERTjeEncoder(X))

P (y|X) = FFNN(Es)

For each event e and feature k, we then use an
embedding layer (Lai et al., 2021) to extract the
feature vector F k

s . Finally, for each mention-pair i,j
an individual feature is concatenated and passed
through a feature filtering layer parameterized by
another simple feedforward neural network:

F k
i,j = FFNN([F k

i ;F
k
j ])

Coreference Classification In a final step, the
pair representation Si,j and each of the individual fil-
tered feature vectors are concatenated and passed
to a coreference classification layer to obtain a label
for the mention pairs:

Score = FFNN([Si,j ;F
1
i,j ; ...;F

k
i,j ])

3.3. Graph Auto-Encoder Model
On top of the mention-pair models described in
Section 3.2 we built a small modular graph recon-
struction network that uses known edges in the
graph to predict missing links. By supplementing
the original model with a graph-based model we are
able to integrate information for each event pair as
well as the relation of these events to other events
in the data. We make the assumption that a coref-
erence chain can be represented by an undirected,
unweighted graph G = (V, E) with V nodes, where
each node represents an event and each edge e ∈
E between two nodes denotes a coreferential link
between those events.

We frame ECR as a graph reconstruction task
where a partially masked adjacency matrix A, of
dimension nxn, and a node-feature matrix X, of di-
mension fxn are used to predict all original edges
in the graph, where n denotes the total number of
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Base Model Extension Type Features CONLL F1 Num Parameters Training Time (S) Disk Space (MB)
BERTje - - 0.635 110M 815.28 418

GAE BERTje 0.691 51200 7.35 0.204
VGAE BERTje 0.689 53248 8.57 0.212

RobBERT - - 0.597 117M 811.35 449
GAE RobBERT 0.611 51200 6.89 0.204

VGAE RobBERT 0.607 53248 8.26 0.212
mDeBERTa-v3 - - 0.669 276M 1232.11 1100

GAE mDeBERTa 0.700 51200 9.10 0.204
VGAE mDeBERTa 0.695 53248 10.41 0.212

XLM-RoBERTa - - 0.613 123M 940.07 1100
GAE XLM-RoBERTa 0.650 51200 7.90 0.204

VGAE XLM-RoBERTa 0.632 53248 9.56 0.212
NewsBERTje - - 0.641 110M 835.16 418

GAE NewsBERTje 0.698 51200 7.57 0.204
VGAE NewsBERTje 0.675 53248 9.16 0.212

(Adapted) SOTA (Yao et al., 2023) - - 0.722 112M 1459.36 532
GAE BERTje 0.746 51200 7.14 0.204

VGAE BERTje 0.738 53248 8.46 0.212

Table 1: Results for the unrestricted ECR task using (V)GAE extension models. For each model component
we additionally report the total number of (trainable) parameters, the training time and the allocated disk
space for the saved model for each of their components.

events in the test set and f denotes feature length.
A high-level visualisation of this process can be
found at the bottom of Figure 1. We employ both
the probabilistic VGAE and non-probabilistic GAE
models introduced in 2.3. In a non-probabilistic
setting (GAE) the coreference graph is obtained by
passing the adjacency matrix A and node-feature
matrix X through a Graph Convolutional Neural
Network (GCN) encoder and then compute the re-
constructed matrix Â from the latent embeddings
Z :

Z = GCN(X,A)

Â = σ(ZZτ )

In its probabilistic setting (VGAE) a set of latent
stochastic variables zi is introduced, which is sum-
marized in matrix Z. The two-layer GCN encoder
is defined as GCN(X,A) = Â ReLU(ÂXW0)W1. In
learning, the following variational lower bound L is
optimised with respect to weights Wi:

L = Eq(Z|X,A)[logp(A|Z)]−KL[q(Z|X,A)||p(Z)]

As shown in Figure 1 the (V)GAE models are
trained, validated and tested on the output of the
mention-pair models. First, the fine-tuned model
predicts presence or absence of a coreferential link
(e) between each of the test set instances. Then,
the adjacency matrix A is constructed from these
predictions. Matrix A is of dimension nxn, where n
is the amount of unique events in the test set.

We create training and validation sets for the
graph reconstruction task by setting aside 90 % of
predicted edges for training and 10 % for validation.
In accordance with the original setup described
by Kipf and Welling (2016b) we then sample an
equal amount of predicted non-edges to balance
the validation data. For testing, the model is tasked
with predicting each cell in the adjacency matrix,

which corresponds to the original test set used to
evaluate the mention-pair models.

The node-feature matrix X is constructed by en-
coding each individual event span through a BERT-
based model. We do this by average-pooling token
representations for each token in the event span
in the models’ final hidden layer, resulting in a 768-
dimensional feature vector for each node/event in
the graph. For each mention-pair model we create
5 separate node-feature matrices, one for each of
the models described in Section 3.2, resulting in a
total of 16 possible experiment configurations for
both the GAE and VGAE models.

Finally, we define the encoder network with a 64-
dimension hidden layer and 32-dimension latent
variables. For all experiments we train for a total
duration of 300 epochs using an Adam optimizer
(Kingma and Ba, 2014) and a learning rate of 0.001.

3.4. Hardware Specifications

The baseline coreference algorithms were trained
and evaluated on 1 Tesla V100-SXM2-16GB GPU.
The graph encoder models were all trained and
evaluated on a 16 Intel(R) Xeon(R) Gold 6142
2.60GHz CPUs. Finally, the domain-adapted BERT
model (NewsBERTje) was trained on 4 Tesla V100-
SXM2-16GB GPUs.

4. Results and Discussion

Results from our experiments are detailed in Ta-
ble 1. As is standard in coreference resolution
studies, evaluation is done through the CONLL F1
metric, an average of 3 commonly used metrics for
coreference evaluation: MUC (Vilain et al., 1995),
B3 (Bagga and Baldwin, 1998) and CEAF (Luo,
2005). For each of the base mention-pair models,
we report scores with and without our proposed
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Figure 2: Effects of raising the classification threshold p on mention-pair precision (left) and CONLL F1 for
the extension models (right) for the best performing mono- and multilingual models as well as the SOTA
model.

(V)GAE extension algorithms. As reporting all pos-
sible base model - embedding combinations would
take up a significant amount of space and hinder
readability, we limit the results in Table 1 to base-
(V)GAE combinations that use the same (feature)
encoder.

Overall, we find that the multilingual DeBERTa-
v3 model performs best out of the base mention-
pair models that were tested, while our domain-
adapted NewsBERTje model was the best perform-
ing baseline monolingual model. As shown in Table
1, extending the base mention-pair models with the
(V)GAE graph reconstruction models leads to an
increase in performance across the board in ex-
change for only a minimal increase in the number
of parameters and overall training time. In addition,
the implemented SOTA model also benefits greatly
from our proposed methodology, indicating that our
method generalizes well over different mention-pair
classifiers and can thus potentially be more widely
applied and integrated into many ECR pipelines.
Consistent with earlier results (De Langhe et al.,
2023b) we find that on average the non-probabilistic
GAE models are superior to the probabilistic VGAE
models. We hypothesize that as (event) corefer-
ence resolution graphs are in essence always com-
plete graphs, non-probabilistic models will by de-
fault perform better.

5. Ablation Studies

The results of applying reconstruction models to
a large-scale coreference resolution task seem
promising. However, it should be noted that by
default some false positive coreference links will
be present in the output of the base mention-pair
models. Naturally, this means that the (V)GAE ex-
tension models will be trained on partially incorrect
and inconsistent data. In the following sections
we aim to explore the effects of training the exten-

sion models on such faulty data, as well as try out
possible mitigation strategies.

5.1. Modulating Precision as a Parameter
A first mitigation strategy to avoid the (V)GAE mod-
els’ training on faulty predicted coreference links
could be to simply maximize the precision of the
underlying mention-pair models by regulating the
decision boundary p in their classification layer. For
all experiments described in Section 3 we assumed
a default decision boundary of p = 0.5, where all
mention-pairs with a classification output o are clas-
sified as coreferent if o > 0.5 and as non-coreferent
if o < 0.5.

For each of the individual mention-pair models
we raised p by increments of 0.05 and used the new
set of predicted coreference links to train and eval-
uate the respective (V)GAE extension models. Fig-
ure 2 plots the effects of raising treshhold p for the
best performing (GAE) monolingual (NewsBERTje),
multilingual (mDeBERTaV3) and SOTA models re-
spectively. The left graph depicts the changes in
precision for each of the mention-pair models when
raising p. Additionally, the right one illustrates the
impact of raising p in the mention-pair step on the
resulting CONLL F1 score. Interestingly, while it is
indeed confirmed that raising p increases precision
in the mention-pair step (and thus reduces the num-
ber of faulty coreference links for the (V)GAE mod-
els to be trained on), overall CONLL F1 decreases
again for higher values of the decision boundary
p for each of the models. While this is a counter-
intuitive observation, a possible explanation might
be found when considering that as precision (and
decision boundary p) in this setting increase, the
absolute number of True Positive coreferential links
will naturally decrease. This in turn results into less
available edge training data, which may indicate
that the proposed (V)GAE models are far more
robust against faulty or inconsistent training data



6129

and that the primary strategy of this methodology
should be to provide those models with the high-
est amount of True Positive (TP) coreference links
rather than avoiding False Positive (FP) links. We
also note a more pronounced downward trend for
the multilingual model (the green line), possibly due
to multilingual models as a whole needing more
training data for monolingual tasks as a result of an
inherent skew in their internal language distribution
(Wu and Dredze, 2020).

5.2. Influence of Graph Corruption
In this section, we investigate the potential of graph
reconstruction models in optimal conditions by grad-
ually removing false positive links from the individ-
ual mention-pair models’ output. We designate the
number of false positive edges in the mention-pair
models’ output as the degree of corruption (DoC)
and then remove incorrect edges from the exten-
sion models’ training data by increments of 10 %.
Figure 3 plots the performance for best perform-
ing (GAE) mono- and multilingual models (in blue
and red respectively) as well as the SOTA model
(green) detailed in Table 1 relative to the DoC in
the training data. Results show that if faulty links
can be accurately pruned from the mention-pair
output, whilst keeping the number of True Positive
links as is, applying the extension models can dra-
matically increase performance in cross-document
coreference tasks.

Figure 3: CONLL F1 scores relative to the % of
False Positive links in the training data

5.3. Robustness in Low-Data Settings
Earlier studies have shown that graph reconstruc-
tion methods such as GAE and GVAE only need
a fraction of available in-domain training edges
to obtain on-par or better results than their tradi-
tional mention-pair counterparts (De Langhe et al.,
2023b). In order to validate the extension mod-
els’ performance in situations where only a limited
amount of edges are available to train on, we re-
move all false positive edges from the extension
models’ training data and then gradually remove
the number of available true positive training edges.

In this way, we aim to estimate the number of cor-
rect coreferential links needed to achieve on-par
or better performance compared to the baseline
models.

In Figure 4 the graph shows the performance
of the best (GAE) mono- and multilingual mod-
els (in blue and red respectively) as well as the
SOTA model (green) that were reported in Table
1. The available training edges were removed by
increments of 10 %, relative to all predicted true
positive edges. Interestingly, we find that mono-
lingual extension models only require 10 to 20%
of the correctly predicted links to exceed the origi-
nal mention-pair models’ performance. This might
imply that in future research it might be beneficial
to focus on mention-pair models that emphasize
precision above everything else. Additionally, we
observe that the multilingual model suffer from the
largest drop in performance relative to the results
in Table 1 (-22% for mDeBERTa-v3), indicating that
as a whole monolingual models are more robust in
low-data settings.

Figure 4: CONLL F1 scores relative to the amount
of True Positive edges in the extension models’
training data

5.4. Applicability to Other Languages
In order to demonstrate that the proposed (V)GAE
method can be easily extrapolated to other lan-
guages and corpora, we present a set of rudimen-
tary experiments on the widely used English ECB+
corpus. Given the similarity in size and overall de-
sign between the ENCORE and ECB+ corpora (i.e.
the use of topical clusters), we copy the experimen-
tal setup that was described in Sections 3.1 and
3.2.1. For the encoder models used in these ex-
periments we select standard BERT (Devlin et al.,
2018) and RoBERTa (Conneau et al., 2019) mod-
els, which are simply the English Language equiv-
alents of the monolingual Dutch models used in
Section 3. Table 2 displays the results for extend-
ing a set of basic coreference models with (V)GAE
networks for the ECB+ dataset. Overall, the results
are in line with those reported in Table 1 and show
that the use of the extension models leads to a
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Base Model Extension Type Features CONLL F1 Num Parameters Training Time (S) Disk Space (MB)
BERT - - 0.621 110M 807.4 418

GAE BERT 0.659 48360 7.15 0.200
VGAE BERT 0.654 49300 8.32 0.206

RoBERTa - - 0.641 117M 889.45 449
GAE RoBERTa 0.667 48360 6.41 0.200

VGAE RoBERTa 0.667 49300 8.29 0.206
mDeBERTa-v3 - - 0.716 276M 1295.45 1100

GAE mDeBERTa 0.754 48360 9.84 0.200
VGAE mDeBERTa 0.748 49300 11.01 0.206

XLM-RoBERTa - - 0.748 123M 960.08 1100
GAE XLM-RoBERTa 0.650 48360 7.62 0.200

VGAE XLM-RoBERTa 0.632 49300 9.48 0.206

Table 2: Results for the unrestricted ECR task using (V)GAE extension models on the English language
ECB+ corpus. For each model component we additionally report the total number of (trainable) parameters,
the training time and the allocated disk space for the saved model for each of their components.

steady improvement over the baseline coreference
models at a relatively increases in training time,
parameter and disk space.

6. Conclusion

We propose a new methodology in which we com-
bine the strengths of traditional mention-pair event
coreference resolution (ECR) algorithms with a se-
ries of lightweight graph reconstruction algorithms.
The pairwise output of the initial model is used to
create an adjacency matrix which forms the input of
the reconstruction model. Then, likelihood of indi-
vidual edges is predicted based on a node-feature
matrix and the already established edges in the
graph. We show that directly training (variational)
graph auto-encoders on the output of ECR mention-
pair models can enhance their performance, irre-
spective of the underlying encoder/model. We be-
lieve that due to their little training time and com-
putational cost graph reconstruction models can
be easily inserted to most mention-pair pipelines.
Our ablation experiments show that our lightweight
models remain robust even in low-data settings and
that inserting extra pruning steps in the proposed
pipeline might even further increase performance
down the line.

7. Limitations

While in theory our methodology using a graph re-
construction algorithm can be readily applied to
other coreference-based tasks such as entity coref-
erence and bridging relationships we do note one
potential caveat. For our proposed Graph recon-
struction model we made the simplifying assump-
tion that each event coreference chain could be
modelled as an undirected graph. Consider the fol-
lowing coreference chain between entity mentions:
Barack Obama - He. In this case it can be argued
that the relationship between these mentions is in
fact directed, as the meaning of the mention He
depends entirely on its antecedent Barack Obama.

Unlike in ECR, such pronominal relationships be-
tween mentions are far more common for entity
coreference tasks. Indeed, many state-of-the-art
entity coreference resolution algorithms throughout
the years have explicitly modelled noun-pronoun
relationships. As of now, this is not possible with
our proposed method. The same argument can be
made for the more complex bridging relationships
such as: the student - (part-of) - the class, where
there is always a certain unweighted dependence
between mentions.
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