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Abstract
Depression impacts millions worldwide, with increasing efforts to use social media data for early detection and
intervention. Traditional Risk Detection (TRD) relies on a user’s complete posting history for predictions, while Early
Risk Detection (ERD) seeks early detection in a user’s posting history, emphasizing the importance of prediction
earliness. However, ERD remains relatively underexplored due to challenges in balancing accuracy and earliness,
especially with evolving partial data. To address this, we introduce the Early Sensing Depression Model (ESDM),
which comprises two modules Classification with Partial Information module and Decision for Classification Moment
module, alongside an early detection loss function. Experiments show ESDM outperforms benchmarks in both
earliness and accuracy.
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1. Introduction

Depression affects approximately 264 million in-
dividuals globally and poses a significant public
health challenge (James et al., 2018; Ferrari et al.,
2013). In the U.S., nearly 15% of adults may en-
counter a major depressive episode during their
lives (Kessler et al., 2005). To combat this, efforts
worldwide focus on lessening the severe conse-
quences of depression, with emerging strategies
utilizing social media data for early detection and
intervention of depression (Zhou et al., 2018; Mal-
hotra and Jindal, 2022).

There are two kinds of tasks in depression de-
tection: Traditional Risk Detection (TRD) and Early
Risk Detection (ERD). As illustrated in Figure 1,
TRD aims to make prediction based directly on com-
plete user posting history and focuses on the ac-
curacy of final predictions. Meanwhile, ERD treats
user posting history as a data stream and aims to
sequentially process the posting history to deter-
mine as early as possible whether a user is in a
depression risk state while ensuring an acceptable
level of accuracy. Detection delays would hinder
timely interventions. If one could detect a user’s
depression risk at point p3 rather than after the
user develops suicidal thoughts, it provides more
opportunities for timely support. Therefore, TRD
using the complete posting history is more suited
for retrospective analysis rather than actionable
intervention (Loyola et al., 2018). In depression
detection, ERD considering earliness of the predic-
tion is of great importance since earliness implies
a timely intervention. However, while ERD aligns
more with practical applications, it remains a rela-
tively underexplored domain (Zhang et al., 2022).

The challenge of ERD involves two conflicting ob-
jectives: accuracy and earliness. Notably, there are

* Corresponding author

'

D
ep

re
ss

io
n 

W
or

se
ns

 w
ith

 T
im

e

Early Risk
Detection(ERD)

 depression
Model

Lately, I need to go out. And I want
to find some sunshine soon. ... 😐

...Waking up each morning is
harder. It feels like a weight on my

chest that I can't shake off....
...I've lost the ability to laugh, to feel.
Feels like I'm trapped in an endless

tunnel of darkness....😞

...After, I have depression,
everything seems pointless. I wish a

end....�
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I need
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Figure 1: The severity of untreated depression in
individuals often worsens over time (Liu et al., 2021;
Bernal-Morales et al., 2015). Compared to tradi-
tional approaches, ERD places emphasis on both
earliness and accuracy.

no labels associated with individual time steps, and
typically, a label characterizes an individual’s com-
plete posting history. If we have more observations,
our predictions are more reliable, and vice versa.
Thus, the earliness of prediction is often inversely
related to accuracy, and balancing the trade-off
between these two objectives makes this problem
challenging. Most of previous research has utilized
the complete user posting history to train classi-
fication models for TRD with golden labels, and
adopted techniques such as risk windows, decision
trees, and reinforcement learning for adopting ERD
to decide when to classify based on model’s re-
sult (Loyola et al., 2021, 2022, 2018; Zhang et al.,
2022; Hartvigsen et al., 2019).

However, this transition from TRD to ERD in-
duces inconsistencies between training and test-
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ing phases. For instance, while training models
may learn from data spanning years, testing of-
ten involves data from mere days or weeks. And
TRD models primarily focus on the final points’s
prediction without considering the model’s predic-
tions with partial information at each time point.
This inconsistency, compounded by differing pre-
sentations of depression on social media during
its latent and apparent phases, complicates the di-
rect application of TRD models to ERD challenges.
Moreover, many models lack an end-to-end design
optimized for balancing ERD’s dual demands of
earliness and accuracy, leading to challenges in
early and precise classifications based on partial
data in social media data stream.

To address these challenges, we introduce Early
Sensing Depression Model (ESDM), which com-
prises two modules: the Classification with Partial
Information Module (CPI) and the Decision for Clas-
sification Moment Module (DCM) to meet the two re-
quirements for ERD, accurate classification based
on partial data and early decision-making (Loyola
et al., 2021, 2018; Losada et al., 2018). The CPI
module leverages the accumulated post sequence
up to a given point and generates initial predictions
which emulates a real-world testing scenario. The
DCM module, on the other hand, decides whether
present information is sufficient for an immediate
decision or if more posts are required. ESDM at-
tempts to model the dynamic decision-making fea-
ture of ERD. Through considering each time step
prediction and decision, we optimize the CPI’s ac-
curate partial sequence classification capability and
DCM’s early decision-making capacity. For effec-
tive training of these modules, we propose an end-
to-end ERD learning objective, the early detection
loss. It ensures the model not only focuses on pre-
diction based on the complete user history but early
and accurate prediction on partial data, serving as
an end-to-end optimization objective for model’s
earliness and accuracy, while controlling the trade-
off between them.

ESDM outperforms several baseline models on
a benchmark dataset for ERD. Finally, we show
how ESDM balances between earliness and accu-
racy; by adjusting the delay loss, we can modulate
ESDM’s performance between the two. 1

• We introduce the ESDM model, specifically
designed for the ERD task within social media
data streams, comprising the CPI and DCM
modules.

• We present the early detection loss, ensuring
ESDM achieves a balance between earliness
and accuracy.

1Our code will be released in
https://github.com/wangyong848/Early-Depression-
Detection.git

• We conduct a series of experiments to show-
case the advantages of ESDM. It preforms well
not only in the ERD task but also in the TRD
task.

2. Related Work

2.1. Depression Detection

Depression detection is challenging due to its
vague nature. Depression detection often relies
on content generated by individuals in clinical inter-
views or social media (Gratch et al., 2014; Salas-
Zárate et al., 2022). Previous research has used
techniques such as Linguistic Inquiry and Word
Count (LIWC) and topic modeling for depression
detection via social media (Pennebaker et al., 2015;
Coppersmith et al., 2015). Some strategies com-
bine visual cues from VGGNet and user engage-
ment metrics (Simonyan and Zisserman, 2014; Zo-
gan et al., 2021). Recently, psychological fea-
tures have been integrated with neural network
frameworks, especially by combining topic-related
features with attention-enriched pre-trained mod-
els (An et al., 2020; Song et al., 2018). However,
using psychological interview transcripts is limited
due to data scarcity, so models often focus on
user-centric topics correlated with depression ques-
tionnaire prompts (Rinaldi et al., 2020; Delahunty
et al., 2019). Contemporary efforts also explore
depression diagnosis through standardized scales,
emphasizing the use of metaphors and moral lan-
guage in detection (Han et al., 2022; Coll-Florit
et al., 2021).

2.2. Early Risk Detection

In contrast to previous studies, ERD adopts a
proactive approach by leveraging social media data
streams. Over the years, the eRisk workshop has
explored various contexts for identifying psychologi-
cal disorders and predatory conversations (Losada
et al., 2018, 2019, 2020; Parapar et al., 2022), con-
sistently attracting academic interest. To address
initial model instability leading to decision errors,
a risk window-based early detection method has
been proposed, where predictions are made only
when the model demonstrates consistency within a
specified window (Sadeque et al., 2018). With the
rising volume of early detection data, a specialized
incremental classifier for textual data has been in-
troduced (Burdisso et al., 2019a,b). Researchers
have also focused on enhancing existing depres-
sion models by refitting the classifier on shorter
sub-sequences (Loyola et al., 2021). Additionally,
scale-based solutions for identifying fixed-length
features and queue-based decision-making meth-
ods have been proposed (Zhang et al., 2022).

 https://github.com/wangyong848/Early-Depression-Detection.git
 https://github.com/wangyong848/Early-Depression-Detection.git
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Figure 2: ESDM’s overview. During inference, the red and green dashed sections determine at each step
whether a decision could be made. During training, once the entire sequence is completed, we calculate
our early detection loss for training. ŷt is the model’s current prediction, and d̂t determines whether the
model needs to continue. pjointt represents the joint probability that the model decides to stop at point t
and makes a depression prediction.

In comparison, the majority of these solutions are
primarily in the form of pipelines, while our method
offers an end-to-end solution.

3. ESDM: Early Sensing Depression
Model

Given a user Ui, with a posting history Pi =
{pi1, . . . , piL} where pij denotes the j-th post by Ui,
our goal is to detect users with depression based on
Pi. The result is represented as ŷ which can take
values 0 (indicating “not depressed ”) or 1 (indicat-
ing “depressed ”). Accordingly, users are classified
as either depressed or not.

In the ERD, as shown in Figure 2, our ESDM
runs as follows: for every step t, the partial posting
history is Pit = {pi1, . . . , pit}. At this stage, CPI
generates an initial prediction ŷt, whereas DCM
makes a decision d̂t. If DCM decides the predic-
tion, ŷt is treated as the final prediction. Otherwise,
the model progresses to read subsequent posts.
The ESDM is optimized using early detection loss
functions, aiming for early and accurate detection
user with depression.

3.1. Classification with Partial
Information (CPI)

The primary role of the CPI module is to make an
efficient predictive model that classifies the current

partial sequential information up to a specific time
point. The CPI derives a representation of the cur-
rent partial sequence pi1, · · · , pit and generates a
prediction denoted as ŷt. Moreover, in this incre-
mental environment, unidirectionality will reduce
computation and storage costs. And we integrate
an attention mechanism to highlight depression-
related content.

p = fϕ(p) (1)
where fϕ represents our encoder, and we’ve em-
ployed BERT and p ∈ R768. To further illuminate,
we employ the LSTM to model current social media
sequences, complemented with the attention mech-
anism to focus on content related with depression:

ht = LSTMpre(ht−1,pt) (2)
ei = vT tanh(Whi + b) (3)

αti =
exp(ei)∑t
j=1 exp(ej)

(4)

h′
t =

t∑
i=1

αtihi (5)

where v and W are learned parameters, used in
computing the attention weights and ht, h′

t ∈ Rh.
The CPI’s prediction for the partial sequence at
time step t is computed as:

ŷt = sigmoid(FFN(h′
t)) (6)
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where ŷt ∈ R is the initial probability of depression
based on the current partial sequence. Given that
it is derived from a partial sequence„ the model
can choose to either make decision and trust ŷt or
continue get posts. Therefore, the DCM module
will tell us on when to make decision.

3.2. Decision for Classification Moment
(DCM)

The primary role of the DCM module is determining
whether the model should make decision based on
existing prediction ŷt. The DCM module not only
uses the prediction ŷt but also incorporates h′

t, it
is essential to understand the representations from
which predictions are made. Upon concatenation
of these, the combined data is feed into the DCM
module:

hdec
t = LSTMdec(h

dec
t−1, [ŷt : h

′
t]) (7)

d̂t = sigmoid(FFN(hdec
t )) (8)

where d̂t ∈ R determines whether the model needs
to make decision on this ŷt or continue get next
post.

3.3. Early Detection Loss for Model
Training

In this section, we introduce the early detection
loss for ESDM. Our objective is to ensure that,
besides offering accurate predictions at final time
points, the model also provides correct predictions
at early time points and can make timely decisions
to present these predictions as final result. In other
words, through our DCM and CPI, the model can
get both accurate and relatively early results. These
collaborative efforts give rise to three primary train-
ing objectives that guide the training of the ESDM
model:

• Lpred focuses on predictions based on the
complete user history, serving as the founda-
tion for the CPI module’s ability to classify a
user with depression.

• Ldec is designed to enhance the decision-
making capabilities of DCM and the partial
information classification abilities of CPI to en-
sure that ESDM can find earlier prediction and
decide to output it.

• Ldelay encourages DCM to make decisions as
early as possible.

Lpred focuses on the CPI’s prediction based on
the user’s complete posting history, for which we
have a golden label. CPI needs to have a founda-
tional ability in depression detection to be better

Reinforment Learning
Search Space

ERD task
Search Space

Figure 3: Differences between ERD and traditional
RL environment. The right side represents the
search space for ERD, while the left side repre-
sents the search space for RL environment. It can
be observed that ERD may not be particularly suit-
able for optimization using reinforcement learning
methods.

applied to the ERD task. This loss is similar to the
TRD task, we directly design it as following:

Lpred = −(y · log(ŷL) + (1− y) · log(1− ŷL)) (9)

where y is user’s label and ŷL is the CPI’s prediction
based on complete user posting history.

The design of Ldec is challenging because it
doesn’t easily fit into conventional supervised learn-
ing methods and we haven’t labeled where the
model should make decisions. Many researchers
use reinforcement learning schemes on the similar
task of unsupervised finding decision points (Yu
et al., 2018; Hartvigsen et al., 2019, 2022). While
some researchers employ reinforcement learning
schemes in this setting, we argue that ERD might
not be suited for such methods. As illustrated in
Figure 3, ERD’s exploration space is linear in con-
trast to the vast exploration space of reinforcement
learning. While CPI generates predictions at each
step, DCM decides whether to output this predic-
tions. We try to compute pjointt , which means the
joint probability that the model decides to stop at
point t and makes a depression prediction.

pjointt = (d̂t ·
t−1∏
i=1

(1− d̂i)) · ŷt (10)

It is diffcult to consider the predictions at each
step individually. In the ERD process, the probabil-
ity that the model predicts the user to be depressed
is the sum of the probabilities of each point pjointt .
So Ldec is designed as:

pall =

L∑
t=1

pjointt (11)

Ldec = −(y · log(pall) + (1− y) · log(pall)) (12)

Both the decision-making process and the pre-
diction process are considered jointly. The predic-
tions, ŷt, made at each step are taken into account,
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not just the final prediction, ŷL. Additionally, the
probability of decision-making for the model is the
product of the probability at that point and the joint
probability of not making any decisions before that
point.

To encourage models to make earlier decision
points, we penalize the model’s probability of not
making a decision at each step. Without a cost, the
result always falls at the final decision point. Hence,
we introduce a simple delay loss, Ldelay:

Ldelay =

L∑
t=1

2t

L · (L+ 1)
(1− d̂t) (13)

The factor 2
L·(L+1) ensures that Ldelay does not ex-

ceed 1 for each user, preventing users with more
posts from receiving a larger penalty. We choose
a linear cost primarily because of its inherent sim-
plicity, ease of implementation, and fewer design
intricacies. Combining the three losses gives us
our final early detection loss.

Lear = Lpred + Ldec + λ · Ldelay (14)

where λ is hyper-parameter used to balance the
trade-off between earliness and accuracy in the
model. We attempt to directly train the early detec-
tion model using Lear. By analyzing the early de-
tection process, we enable the model to be trained
at every time step in the sequence, autonomously
seeking the early decision point and classification.
Concurrently, we penalize late decisions, striking a
balance between earliness and accuracy.

3.4. Inference

The ESDM inference process, outlined in Algo-
rithm 3.4, only produces a present-time depression
risk prediction when the model decides to make a
decision.. Once a decision is made, the model’s
prediction remains immutable. If the process con-
cludes without any decision, the final prediction
serves as our result.

Algorithm 1 Inference Process for ESDM
Require: Initial state
Ensure: Depression Prediction in Data Stream
1: Initialize:
2: for t = 1 to L do
3: Compute d̂t, ŷt
4: if d̂t then
5: return ŷt
6: end if
7: end for
8: return ŷL

4. Experimental Setups

4.1. Datasets

We use the eRisk-17 dataset (Losada and Crestani,
2016) in our experiment, which is adopted as the
benchmark in the ERD task (Losada et al., 2017).
It consists of 137 depressed users and 755 con-
trol users and is divided into training/test set with
486/406 users each. The depressed users are
identified with patterns like “I was diagnosed with
depression”, while the control users are those ac-
tive on depression subreddit but had no depression.
The anchor post for identification is filtered from the
dataset. This filtering strategy can prevent the di-
rect information leakage from the self-report, which
could prevent the model from learning other indirect
depression signals. The statistics of the dataset
are shown in the Table 1. The statistics reveals
that the dataset for each user is quite extensive,
encompassing about a year and a half of data.

Table 1: Train and test dataset statistics
Train Test

# Subjects (Dep) 83 52
# Subjects (Ctrl) 403 349
# Posts (Dep) 30,851 18,706
# Posts (Ctrl) 172,837 217,665
Avg Posts/Subj (Dep) 371.7 359.7
Avg Posts/Subj (Ctrl) 655.7 623.9
Avg Days Len (Dep) 572.7 608.3
Avg Days Len (Ctrl) 626.6 632.2

Note: Dep = Depression; Ctrl = Control; Len = Length.

4.2. Implementation Details

We initialize the hidden states of the two LSTMs
with sizes 256 and 128, in that order. For the feed-
forward network (FNN), a dropout rate of 0.2 is
applied to both networks. To calibrate the loss
function, we perform a search for the optimal λ
value in the range [10−1, 5 × 10−2, . . . , 10−5]. Ul-
timately, we select λ = 5 × 10−2. For training, a
learning rate of 10−6 is chosen for the language
model, while other components are set at 10−4.
Our model, crafted using PyTorch 1.13, is refined
with the AdamW optimizer. We employ a batch
size of 1 and a weight decay parameter of 10−3.
Training spans over 10 epochs, executed on Nvidia
A100 GPUs. To mitigate natural variability, each
model is run using three distinct seed values, fol-
lowing previous research methodologies, and the
peak performance is reported. To avert numerical
instability, all probability values are confined within
the bounds [10−7, 1− 10−7].
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4.3. Comparison Methods
We compare our approach with several existing
methods, including those based on traditional neu-
ral networks and pretrained methods. These
methods have been previously employed by re-
searchers.

• LR: This approach uses TF-IDF features com-
bined with a logistic regression classifier for
prediction.

• Feature-Enriched: This approach integrates
a suite of user-centric features, including LDA
topic distributions (Blei et al., 2003), linguistic
attributes from LIWC (Pennebaker et al., 2001),
and metrics concerning emoji frequency.

• BiLSTM+Attention (Sadeque et al., 2018):
Trained on a user’s complete history, this ap-
proach combines the sequential data capture
capability of BiLSTM with attention mecha-
nisms.

• Risk Window (Sadeque et al., 2018): Trained
on a user’s complete history, this approach
combines the sequential data capture capabil-
ity of BiLSTM with attention mechanisms. A
decision is made when a continuous streak of
k posts produces the same result.

• SS3 (Burdisso et al., 2019b, 2020): SS3 is an
incremental classifier designed specifically for
early depression detection, using an incremen-
tal learning paradigm.

• HAN-Psych (Zhang et al., 2022): This method
integrates psychological scales into content
modeling and develops an early detection
mechanism using dual-layered transformers
based on a queuing algorithm.

• EARLIST (Hartvigsen et al., 2019; Loyola
et al., 2022): This technique, which incorpo-
rates reinforcement learning for early detec-
tion, has received endorsement from domain
experts.

Apart from HAN-Psych, EARLIST, and the Risk
Window, whose decision-making methods are al-
ready defined, we adopt their methods. For other
models, we employ an immediate decision strategy:
the model makes a decision when classify user as
depression at anytime.

4.4. Earliness Evaluation Metrics
In addition to considering classification metrics, we
introduce two early detection metrics: erde5 and
erde50 (Losada et al., 2017). These two metrics
are based on an exponential penalty, a variant of
the sigmoid function shifted to the right. Apart from

accuracy, in the scenarios that exceed the specified
time limit, the model will incur heavier penalties
after making a decision. The calculation formulas
are as follows.

erdeo(k) =


cfp , FP
cfn , FN
lco(k)× ctp TP
0, TN

(15)

lco(k) =
1

1 + e(−k+o)
(16)

At a given decision-making point, denoted as
k, the delay factor lco(k) ∈ [0, 1] signifies delay-
associated costs, which escalate over time. We
follow the previous settings on the erisk-17 dataset,
where cfp = 0.1296, cfn = 1, and ctp = 1 (Losada
et al., 2017). Consequently, lco(k) exhibits a mono-
tonically increasing trend with respect to k. Here,
the subscript o can take on values of 5 or 50.The
erde metric assigns an exponential cost to the
model, where if the data required by the model
surpasses a certain threshold, it incurs a signifi-
cant penalty. This metric underscores a model’s
efficiency in early decision-making.

5. Results

5.1. Comparison Result

Model F1erd(↑) erde50(↓) erde5(↓) F1trd(↑)
LR 0.405 0.084 0.137 0.602
Feature-Rich 0.358 0.084 0.131 0.630
BiLSTM+Att 0.562 0.096 0.124 0.629
Risk window 0.606 0.097 0.130 0.629
SS3 0.497 0.086 0.133 0.546
EARLIST 0.273 0.148 0.164 0.175
HAN-Psych 0.603 0.081 0.107 0.703
ESDM 0.662 0.077 0.109 0.712

Table 2: Main results of the experiments. The best
results have been bolded. F1erd is the F1 score
when decisions are made according to decision-
making point, and F1trd is the F1 score of the
model after considering the user’s history.

As depicted in Table 2, our model consistently
outperforms all baseline models. Notably, the erde5
of our model might marginally trail behind HAN-
Psych, yet this difference remains minimal. How-
ever, in terms of the F1erd and F1trd score, we
perform better than HAN-Psych.

EARLIST’s performance falls short in this task.
RL, when learning ERD task from the social me-
dia text streams, sometimes doesn’t performs well.
EARLIST lacks substantial exploratory space, hin-
dering the utilization of the user information. We
find that not only the F1erd improved, but the F1trd
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also shows an increase. We believe this is because
we considered the situation at every point, promot-
ing the model’s full utilization of the data.

In conclusion, the results show the performance
of ESDM in the early detection of depression risks
from social media data streams. Its adeptness
in balancing the trade-offs between earliness and
accuracy ensures timely interventions while main-
taining precision.

5.2. Ablation Study
In this section, we examine the impacts of various
modules in our ESDM. Given the close ties between
the CPI and DCM modules to the early detection
loss function, our focus down to the ablation of indi-
vidual losses and their respective modules: Lpred,
Ldec, and Ldelay. The specifics of this study are as
follows:

• −Lpred: The Lpred is removed. CPI cannot
obtain the final prediction results

• −Ldec: The Ldec is removed. Consequently,
the Ldelay part is also removed. The DCM
module is removed.

• −Ldelay: The Ldelay is removed. The model is
no longer subjected to delay penalties.
Indeed, the ablation of Lpred can be equated
to the removal of the CPI, and likewise, Ldec

can be perceived as the ablation of the DCM
module.

Model F1erd(↑) erde50(↓) erde5(↓)
ESDM 0.662 0.077 0.109
-Lpred 0.571 0.092 0.117
-Ldec 0.578 0.098 0.121

-Ldelay 0.653 0.108 0.126

Table 3: Results of the ablation study. The ESDM
results are bolded.

Table 3 shows the results of our ablation experi-
ment. In fact, removingLpred will impair the general-
izability of ESDM. CPI needs to have a foundational
ability in depression detection to be better applied
to the ERD task, indicating that supervised learn-
ing on the complete history is still very necessary.
Lpred ensures that the model can provide precise
results after full sequence examination, preventing
premature termination due to the early judgment
demands of Ldec and Ldelay, and instead, facili-
tating the identification of an appropriate stopping
point. The absence of Ldec results in the model’s
inability to pinpoint reliable decision points, caus-
ing it to regress to a LSTM-Att archetype. On the

Figure 4: Attention scores for ESDM and BiLSTM-
Att. When presented with complete user history,
there’s a noticeable difference in the attention dis-
tribution between ESDM and BiLSTM-Att, as illus-
trated by depression sample examples.

other hand, the removal of Ldelay seems to com-
promise the model’s earliness in decision-making.
These losses and their corresponding modules rep-
resent the capabilities required for an early detec-
tion model.

6. Analysis for ESDM

The ESDM exhibits better performance in ERD
tasks. In this section, we aim to demonstrate some
reasons contributing to this, examining both the
CPI and DCM perspectives. We will demonstrate
how our approach encourages the CPI to focus on
some earlier posts and show how the DCM module
get a balance between earliness and accuracy.

6.1. CPI: Prioritization of Earlier Posts
To demonstrate ESDM’s ability to focus on earlier
posts within a user’s history, we compare its atten-
tion visualization with that of a BiLSTM-Att model
trained directly on the entire user history. When
the entire user history is shown, we observe that
the CPI’s attention scores tend to point towards
earlier posts, allowing the CPI to rely more heavily
on posts that appear earlier in the sequence. This
comparison is specifically chosen due to the struc-
tural similarities between BiLSTM-Att and ESDM,
which highlights the unique contribution of our work.
As illustrated in Figure 4, the heatmap suggests
that ESDM has a more extensive attention span
across the user’s history, particularly focusing on
some earlier posts. This observation aligns with
our expectations.

We also compute the model’s average attention
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Model Num Decision Posts
ESDM 37 . . .when something like this happens, it’s completely natural to want to make amends. . . .
HAN-BERT 103 . . .As to why I don’t want to exist, I couldn’t tell you. . . .
BiLSTM-Att 100 . . . i need help. i just feel like i don’t want to exist. . . .
ESDM 26 . . .Headaches throughout most of the day . . . I’d feel kinda OK after waking up . . .
HAN-BERT 84 . . . usually not to bad unless it’s a particularly bad depression day for me . . .
BiLSTM-Att 95 . . . I have frequent depression, and some experience with other mental health stuff . . .

Table 4: Sample decisions posts from various models.

position to understand its focal point.

Avg Attention Position =

L∑
t=1

t · αt (17)

For ESDM, the average attention position is 52.7,
while for BiLSTM-Att, it is 141.2. This demonstrates
that ESDM can focus features earlier. In the follow-
ing section, we will analyze the decision-making
timing of the DCM module.

6.2. DCM: Temporal Decision Dynamics

In this section, we discuss the differences between
ESDM’s decision-making and various baselines,
as well as the impact of the balance with earliness
and accuracy.

As shown in the Table 4, the decision points cho-
sen by the other two models indicate situations
where users are already in communication with ther-
apists, or they have clearly stated their depression,
even to the point of contemplating suicide. By the
time these risks of depression are detected, they
have already advanced to a severe stage. How-
ever, ESDM can detect a user with depression at
a much earlier stage. ESDM captures signs in the
early stages of depression when the user has al-
ready shown some unstable tendencies but has
not yet escalated to a severe level. This provides
an opportune moment for timely intervention.

As shown in the Figure 5, one can observe the
model’s trade-off between earliness and accuracy.
As the temporal penalty intensifies, the model tends
to make earlier predictions. Interestingly, the F1
value does not always decrease, nor does it reach
its optimal result. On the contrary, the F1 value
shows a slight decline. We believe that to some
extent, the temporal penalty prompts the model
to focus on the early features of depression. An
appropriate temporal penalty can actually benefit
the model in producing correct results. However,
if the temporal penalty is too severe, the model
becomes overly aggressive, making it difficult to
make accurate judgments. The model achieves a
certain balance around 10−2.

Figure 5: As the time penalty coefficient changes,
the variation of F1 and erde in ESDM reflects how
the model balances between earliness and accu-
racy.

7. Conclusion

The field has made good progress in detecting de-
pression risks traditionally (TRD), but there’s not
much work done in catching them early (ERD),
which is more helpful. We made a new model called
the Early Sensing Depression Model (ESDM) to do
just that. ESDM is like a smart tool that knows
when to raise an alarm about someone’s mental
health, even with little information, and it doesn’t
rush or wait too long. Our tests showed that ESDM
works better than other tools. As we keep using the
internet more, tools like ESDM help use online info
for good, making sure people get help when they
need it.
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8. Broader Impact and Ethical
Considerations

The application of models like ESDM in early
depression detection could revolutionize mental
health interventions and may potentially save count-
less lives. Detecting depression risks at an earlier
stage could assist medical professionals, educa-
tors, and concerned family members in providing
timely support. Furthermore, such models can be
instrumental in public health campaigns and poli-
cies aimed at reducing the global burden of depres-
sion.

However, with such potential benefits, there are
also broader impacts and ethical considerations:

8.1. Ethical Considerations

Our research on depression risk may raise cer-
tain ethical concerns. The data used in our study
are acquired from publicly shared datasets shared
by other researchers. In order to protect individu-
als’ privacy, all social media data underwent strict
anonymization procedures by the data providers
before being used. We comply with relevant ethi-
cal guidelines and legal regulations, ensuring that
there is no risk of privacy violations during the re-
search process. The classification is not intended
as a diagnostic tool, but rather a risk estimate for
individual users that can then be used to support
monitoring and support for users.

8.2. Positive Outcomes

• Timely Intervention: One of the core
strengths of the ESDM model is its focus on
Early Risk Detection (ERD). By identifying de-
pressive tendencies at their nascent stages,
timely and appropriate interventions can be ap-
plied, potentially preventing a further decline
in mental health or even life-threatening situa-
tions.

• Support to Mental Health Professionals:
ESDM serves as a valuable tool for psychia-
trists, therapists, and counselors. It can guide
them in diagnosing and treating patients more
effectively by providing data-driven insights
into a patient’s mental state.

• Awareness and Education: The incorpora-
tion of such technology can lead to broader
public awareness about the importance of
early detection in mental health. As more in-
dividuals recognize the capabilities of tools
like ESDM, there’s potential for increased self-
reflection and proactive measures towards
seeking help.

8.3. Negative Outcomes and Mitigation
Strategies

• Accuracy and False Positives: While ESDM
is designed for accuracy, no model is infalli-
ble. False positives may label someone as
at-risk when they are not, which could lead to
unwarranted interventions and psychological
distress

• False Negatives: Conversely, false negatives
are equally concerning, potentially overlooking
individuals who genuinely need intervention
and support.

• Over-reliance: The broader public, educators,
and even healthcare professionals should not
solely rely on such models but use them as one
tool among many in comprehensive mental
health assessments.
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