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Abstract
Previous studies have highlighted the importance of vaccination as an effective strategy to control the transmission
of the COVID-19 virus. It is crucial for policymakers to have a comprehensive understanding of the public’s stance
towards vaccination on a large scale. However, attitudes towards COVID-19 vaccination, such as pro-vaccine or
vaccine hesitancy, have evolved over time on social media. Thus, it is necessary to account for possible temporal
shifts when analysing these stances. This study aims to examine the impact of temporal concept drift on stance
detection towards COVID-19 vaccination on Twitter. To this end, we evaluate a range of transformer-based models
using chronological (splitting the training, validation, and test sets in order of time) and random splits (randomly
splitting these three sets) of social media data. Our findings reveal significant discrepancies in model performance
between random and chronological splits in several existing COVID-19-related datasets; specifically, chronological
splits significantly reduce the accuracy of stance classification. Therefore, real-world stance detection approaches
need to be further refined to incorporate temporal factors as a key consideration.
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1. Introduction

The COVID-19 pandemic has had a profound im-
pact on global health and has resulted in consider-
able social and economic disruption (Ciotti et al.,
2020). Promoting vaccination has been statisti-
cally recognised as a vital tactic in curbing the
spread of the COVID-19 virus and reducing the bur-
den on healthcare systems (Lopez Bernal et al.,
2021). However, attitudes towards COVID-19 vac-
cination have varied, with some individuals ex-
pressing hesitation and resistance (Cotfas et al.,
2021; Poddar et al., 2022a). These concerns are
caused by factors including side effects, conspir-
acy theories, and distrust of healthcare authori-
ties (Poddar et al., 2022b). To promote vaccine
uptake, it is important to understand the factors
that contribute to hesitant or negative attitudes to-
wards COVID-19 vaccination on a large scale (Mu
et al., 2023b). Recently, there has been a grow-
ing interest in using supervised machine learning
approaches to automatically detect users’ stance
towards COVID-19 vaccination on social media
(Di Giovanni et al., 2022; Glandt et al., 2021; Chen
et al., 2022).

Temporal concept drift refers to the phe-
nomenon in NLP where the statistical properties of
a dataset change over time such as the distribution
of topics (Huang and Paul, 2019). It is particularly
relevant in applications where data is collected
over extended periods, such as in financial fore-
casting or tasks based on social media data (Xing
et al., 2018; Alkhalifa et al., 2023; Hu et al., 2023).
It can also lead to the degradation of model perfor-
mance due to the temporal variation of textual con-

tent in a static dataset (Mu et al., 2023a,c). The
impact of temporal concept drift has been inves-
tigated in several domains including topic classifi-
cation (Chalkidis and Søgaard, 2022), rumour de-
tection (Mu et al., 2023a), gender equality (Alkhal-
ifa et al., 2021), and hate speech detection (Florio
et al., 2020; Jin et al., 2023). Moreover, (Alkhal-
ifa et al., 2023) evaluated how different factors of
datasets and models affect the performance over
time across different classification tasks.

However, temporal aspects have not been stud-
ied in stance detection concerning COVID-19 vac-
cination. Furthermore, the underlying distribution
of users’ stances may change over time due to fac-
tors such as evolving political agendas and emerg-
ing viral variants, making it necessary to take the
temporal factor into account.

This study examines the temporal concept drift
in stance detection towards COVID-19 vaccination
on Twitter for the first time.1 Specifically, we focus
on the following research questions:

• Q1: Does temporal concept drift exert a signif-
icant affect on COVID-19 vaccine stance de-
tection, as previously seen in other domains
(e.g., rumour, legal, biomedical, etc.)?

• Q2: How does the model’s performance differ
across multiple languages?

• Q3: Can domain adaptation approaches be
employed to mitigate the temporal concept
drift impact on stance classification?

1Our code: https://github.com/YIDAMU/
COVID_Temporalites

https://github.com/YIDAMU/COVID_Temporalites
https://github.com/YIDAMU/COVID_Temporalites
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Dataset Time Tweets Labels Language
Cotfas et al. (2021) Nov 2020 ∼Dec 2020 2,792 in favour, against, neutral en

Poddar et al. (2022a) Jan 2020 ∼March 2021 1,700 in favour, against, neutral en
Mu et al. (2023b) Nov 2020 ∼April 2022 3,101 pro, anti, hesitancy, irrelevant en
Chen et al. (2022) Jan 2020 ∼March 2021 17,934 pos, neg, neutral, off-topic fr, de, en

Di Giovanni et al. (2022) Nov 2020 ∼ June 2021 3,101 in favour, against, neutral es, de, it

Table 1: Dataset statistics.

• Q4: Does the semantic variation between the
training and test sets lead to a degradation or
improvement of the model’s predictive perfor-
mance?

To achieve this, we (i) evaluate five publicly avail-
able monolingual and multilingual datasets, (ii)
conduct a set of controlled experiments by eval-
uating various transformer-based pretrained lan-
guage models (PLMs) using chronological and ran-
dom splits and (iii) perform correlation tests to ex-
amine the relationship (i.e., positive or negative)
between the model predictive performance and the
disparity between the two subsets (i.e., training
and test sets).

2. Experimental Setup

2.1. Datasets

We use three datasets 2 in English (Cotfas et al.,
2021; Poddar et al., 2022a; Mu et al., 2023b) and
two datasets3 in multiple languages (Chen et al.,
2022; Di Giovanni et al., 2022). These datasets
adhere to the FAIR principles (i.e., Findable, Ac-
cessible, Interoperable and Re-usable) (Wilkinson
et al., 2016). More details (e.g. sources, annota-
tion details, label definitions) can be found in the
original articles. Differences in specifications be-
tween these datasets are shown in Table 1.

2.2. Data Splits
We aim to conduct a set of controlled experiments
to explore the impact of temporality on the accu-
racy of stance classifiers regarding COVID-19 vac-
cination. To this end, we evaluate two data split
strategies:

• Chronological Splits Following Mu et al.
(2023a), all datasets are sorted chronologi-
cally and subsequently divided into a training

2(i) https://github.com/liviucotfas/
covid-19-vaccination-stance-detection;
(ii) https://github.com/sohampoddar26/
covid-vax-stance; (iii) https://zenodo.org/
records/7601328

3(iv) https://zenodo.org/records/5851407;
(v) https://github.com/datasciencepolimi/
vaccineu

set (70% earliest data), a validation set (10%
data after training set and before test set) and
a test set (20% latest data). Note that the
three subsets do not overlap temporally.

• Random Splits We randomly split all
datasets using a stratified 5-fold cross-
validation method, ensuring that the class
proportions in each fold mirror those in the
original dataset. Additionally, the ratio of
training to validation to testing matches that
of the chronological splits.

2.3. Models
We evaluate various transformer-based PLMs.
Following Devlin et al. (2019), we fine-tune these
PLMs by adding a fully-connected layer on top of
the transformer architecture. We consider the spe-
cial token ‘[CLS]’ as the tweet-level representation.
Mono-lingual PLMs To represent tweets in En-
glish, we consider vanilla BERT and two domain-
adapted PLMs:

• BERT (Devlin et al., 2019) is trained on a large
corpus including Wikipedia articles and En-
glish Books-Corpus.

• COVID-BERT (Müller et al., 2023) is a spe-
cialised version of BERT model that has
been further pre-trained on a large corpus of
COVID-19 related texts to improve the perfor-
mance of related downstream tasks (Cotfas
et al., 2021; Poddar et al., 2022a).4

• Vaccine-BERT (Mu et al., 2023b) is a domain
adapted BERT model for automatically detect-
ing COVID-19 vaccine stance.5 It has been
further pre-trained on a large dataset of tweets
related to COVID-19 vaccines based on the
COVID-BERT model to improve its ability to
accurately classify the vaccine stance.

Multilingual PLMs To represent tweets in mul-
tilingual, we consider two strong cross-lingual
PLMs:

4https://huggingface.co/
digitalepidemiologylab/
covid-twitter-bert-v2

5https://huggingface.co/GateNLP/
covid-vaccine-twitter-bert

https://github.com/liviucotfas/covid-19-vaccination-stance-detection
https://github.com/liviucotfas/covid-19-vaccination-stance-detection
https://github.com/sohampoddar26/covid-vax-stance
https://github.com/sohampoddar26/covid-vax-stance
https://zenodo.org/records/7601328
https://zenodo.org/records/7601328
https://zenodo.org/records/5851407
https://github.com/datasciencepolimi/vaccineu
https://github.com/datasciencepolimi/vaccineu
https://huggingface.co/digitalepidemiologylab/covid-twitter-bert-v2
https://huggingface.co/digitalepidemiologylab/covid-twitter-bert-v2
https://huggingface.co/digitalepidemiologylab/covid-twitter-bert-v2
https://huggingface.co/GateNLP/covid-vaccine-twitter-bert
https://huggingface.co/GateNLP/covid-vaccine-twitter-bert
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Cotfas et al. (2021) Poddar et al. (2022a) Mu et al. (2023b)Model Splits P R F1 Acc P R F1 Acc P R F1 Acc
Random 79.2 79.3 79.2 79.4 50.8 47.6 43.5 58.4 54.6 54.6 54.4 54.5BERT Chronological 62.9 64.6 63.3 74.5 46.9 45.4 41.1 57.4 52.9 53.2 52.5 53.0
Random 85.8 85.1 85.3 85 71.2 68.6 69.3 71.0 67.3 67.2 67.2 67.2COVID

BERT Chronological 74.2 75 74.5 80.4 67.7 68.0 67.6 70.5 67.6 68.0 67.7 68.3
Random 85.4 85.3 85.4 85.1 71.2 66.4 67.5 69.9 67.7 67.7 67.6 67.6VAXX

BERT Chronological 71.8 71.2 70.7 79.3 65.5 63.7 64.1 66.8 67.5 67.3 67.4 68.2

Table 2: Model predictive performance on mono-lingual datasets. Cells in Grey denotes that the classifier
trained on random splits performs significantly better than chronological splits (p < 0.05, t-test). The
smallest performance drop (or increase) using chronological splits is in bold.

Di Giovanni et al. (2022) Chen et al. (2022)Model Splits P R F1 Acc P R F1 Acc
Random Splits 42.2 41.6 41.6 52.8 63.5 62.1 62.7 75.4XML-BERT Chronological Splits 42.4 41.8 42.0 52.9 60.6 60.6 57.9 73.4
Random Splits 45.8 43.9 44.2 55.1 65.0 64.0 64.5 77.6XML-RoBERTa Chronological Splits 45.2 43.4 43.7 55.0 62.4 61.9 62 75.5

Table 3: Model predictive performance on multilingual datasets. Cells in Grey denotes that the classifier
trained on random splits performs significantly better than chronological splits (p < 0.05, t-test). The
smallest performance drop (or increase) using chronological splits is in bold.

• XLM-BERT (Devlin et al., 2019) is a multi-
lingual version of BERT that has been pre-
trained on texts from over 100 multiple lan-
guages.

• XLM-RoBERTa (Conneau et al., 2020) is
trained to reconstruct a sentence in one lan-
guage from a corrupted version of the sen-
tence in another language, which has been
shown highly effective for multilingual NLP
tasks such as cross-lingual stance classifica-
tion (Chen et al., 2022).

2.4. Training & Evaluation
For all datasets, we keep the original setup (i.e.,
multi-class classification task). We pre-process
the tweets from all datasets by (i) lowercasing
and (ii) replacing @user_name and hyperlinks with
special tokens i.e., ‘@USER’ and ‘HTTPURL’ re-
spectively.

All models are trained on the training set, while
model tuning and selection are based on the vali-
dation loss observed at each training epoch. Sub-
sequently, the predictive performance of the model
is assessed on the test set. We run all models five
times with varying random seeds to ensure consis-
tency and report the average Accuracy, Precision,
Recall, and macro-F1 scores. For all PLMs, we set
learning rate as 2e-5, batch size as 16, and max
number of input tokens as 256. All experiments
are performed on a NVIDIA Titan RTX GPU with
24 GB memory.

3. Analysis

In this section, we present a detailed similarity
analysis at different levels (e.g., token and topic)

and conduct an error analysis based on the output
of the model.

3.1. Text Similarity
Our aim is to investigate whether a decrease in
model predictive performance occurs due to vari-
ations between the two subsets used for training
and testing, and whether the difference in perfor-
mance lessens as the datasets become more sim-
ilar to each other. Following Kochkina et al. (2023);
Jin et al. (2023), we measure the difference be-
tween training and test sets for chronological and
random splits using two matrices: (i) Intersection
over Union (IoU); (ii) DICE coefficient (DICE) (Dice,
1945).

Intersection over Union

IoU =
|V p ∩ V q|
|V p ∪ V q| (1)

DICE coefficient

DICE =
2× |V p ∩ V q|
|V p|+ |V q| (2)

where V p and V q denote the lists of unique to-
kens from two subsets (i.e., training and test sets)
respectively. |V p ∩ V q| and |V p ∪ V q| denote the
total number of unique tokens that appear in the
intersection and union of the two subsets respec-
tively. When the two subsets have no shared vo-
cabulary, the IoU and DICE values will be zero,
while if they are identical, the IoU and DICE val-
ues will be equal to 1.

3.2. Topics Drift
We also employ BERTopic (Grootendorst, 2022)
to examine the temporal concept drift at the topic
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Figure 1: Topic distribution over time from Cotfas
et al. (2021). TG is short for ‘topic group’.

level on the Cotfas dataset (Cotfas et al., 2021).
We first extract the top 15 topic groups in the
dataset using BERTopic. Then we manually com-
bine similar topic groups and delete repeated top-
ics and commonly used words (e.g., you). Fig-
ure 1 displays the distribution of 11 topic groups
across the entire dataset over time. We observe
that some topics only occur during certain periods,
which indicates that using temporal data splits may
yield an imbalanced topic distribution between the
training and test sets. The phenomenon of topic
drift may lead to a drop in model performance
when using chronological data splits.

3.3. Error Analysis
We also manually conduct an analysis to investi-
gate the model behaviours with two splitting strate-
gies. First, when using random splits, we observe
that some tweets in the test set are similar or identi-
cal to tweets in the training set using random splits
rather than chronological splits (similar tweets are
more likely to be generated during the same time
period). This leads to a higher prediction accuracy
when using random splits. For example, two pairs
of tweets from Chen et al. (2022) and Cotfas et al.
(2021) are identical after data pre-processing:

Tweet_id:1220414** & Tweet_id:1220415**
This deadly #coronavirus was spread fr
#wuhan (China) to many countries just in days
and kill 17 ppl. Maybe thousand ppl carrying
pathogens are traveling around the worldIts
spread fr human to human via air and still have
no vaccinesPls read it; reduce the risk of infec-
tion. HTTPURL

Tweet_id:133460** & Tweet_id:133520**:
The U.S. #airline industry and its pilots are
essential to the distribution of a COVID-19
vaccine. Congress and government leaders
must #ExtendPSP now to ensure critical in-
frastructure is in place to distribute a vaccine—
American lives depend on it @USER

Datasets Splits IoU DICE Acc

Cotfas Random 0.17 0.25 85.1
Chronological 0.14 0.22 79.3

Poddar Random 0.16 0.18 71.0
Chronological 0.14 0.17 70.5

Mu Random 0.22 0.27 67.6
Chronological 0.22 0.26 68.3

Di Random 0.12 0.14 55.1
Chronological 0.11 0.13 55.0

Chen Random 0.18 0.21 77.6
Chronological 0.17 0.20 75.5

Pearson coefficient 0.35 0.64 -

Table 4: IoU and DICE values between training and test
sets. Acc represents the best model accuracy. We also
display the Pearson correlation between the two values
and best accuracy values across all models.

Also, we observe that some tweets containing
emerging topics (topics that appear in the later
time period only) are correctly classified using ran-
dom splits (topics overlap in both training and test
sets) but wrongly using chronological splits. An ex-
ample from Mu et al. (2023b) is shown below.

Tweet_id:148891**: @USER Vaccine
passes also impede freedom of movement.
The irony.

The data from Mu et al. (2023b) covers from Nov
2020 to April 2022 while ‘Vaccine passes’ was in-
troduced in May 20216. It is likely to cause models
to fail to identify it in the testing set as models are
unable to learn from the training set using chrono-
logical splits.

4. Discussion

Q1 & Q2: Chronological vs Random Splits in
Multiple Languages In general, we notice that
using random splits leads to an overestimation
of performance compared to using chronological
splits across the majority PLMs. Our findings align
with the prior studies on temporal concept drift
(Chalkidis and Søgaard, 2022; Mu et al., 2023a).
However, previous work has shown the stance
detection results are vulnerable to simple pertur-
bations (Schiller et al., 2021), which explains the
results are not consistent over datasets from Mu
et al. (2023b) and Di Giovanni et al. (2022) (the
performance increases using chronological splits).
Furthermore, we observe similar model perfor-
mance for both data splitting strategies on Mu et al.
(2023b) and Di Giovanni et al. (2022) datasets.
Note that the results of the two distance measures
(i.e., IoU and DICE) between the training and test
set are also similar (Table 4).

6https://www.instituteforgovernment.
org.uk/article/explainer/covid-passports

https://www.instituteforgovernment.org.uk/article/explainer/covid-passports
https://www.instituteforgovernment.org.uk/article/explainer/covid-passports
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Q3: Vanilla vs. Domain Adapted PLMs We re-
fer to the decrease in F1-score using chronological
splits versus random splits as performance drop.
For all mono-lingual datasets, we observe that
the performance drops less using domain-adapted
PLMs (i.e., COVID-BERT and VAXX-BERT) than
using vanilla BERT models. Taking COVID-BERT
model for example, F1 scores decrease 10.8% (-
15.9% for BERT), 1.7% (-2.4% for BERT) and even
increase 0.5% (-1.9% for BERT) for datasets of
Cotfas et al. (2021), Poddar et al. (2022a) and Mu
et al. (2023b) respectively (see Table 2). This indi-
cates that applying domain & task adaptation tech-
niques can address the issue of temporal concept
drift to a certain extent in stance detection towards
COVID-19 related datasets. We also notice that f1
scores drop less using COVID-BERT than VAXX-
BERT (e.g., -10.8% vs. -14.7% on the data set of
Cotfas et al. (2021)). We speculate that this is be-
cause a more domain-specific model (i.e., VAXX-
BERT) lead to poorer generalise ability and is less
sensitive to time.

Q4: Distance Between Training and Test
Sets In table 4, we observed that using random
splits results in significantly higher IoU and DICE
scores (note that higher scores indicate greater
similarities between the training and test sets) com-
pared to chronological splits. This suggests that
new topics (i.e., temporal concept drift) emerge
in the test sets when using the chronological split
strategy. Also, we discover a positive Pearson cor-
relation between the model accuracy and the simi-
larity distance of two subsets using both IoU (0.35)
and DICE (0.64) metrics, i.e., the higher the values,
the higher the model accuracy.

5. Conclusion

We explored how temporalities affect stance de-
tection towards COVID-19 vaccination on Twitter.
Our experiments showed that using chronological
splits significantly reduces the accuracy of stance
classification in existing datasets. Therefore, we
believe that developing real-world stance detection
approaches should take temporal factors into ac-
count. Meanwhile, our results suggest that using
domain- and task-adaptive models, and combining
models trained on different time periods, can effec-
tively address the effects of temporal concept drift
in COVID-19 vaccination stance detection.
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