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Abstract
Phobias, characterized by irrational fears of specific objects or situations, can profoundly affect an individual’s
quality of life. This research presents a comprehensive investigation into phobia classification, where we propose
a novel dataset of 811,569 English tweets from user timelines spanning 102 phobia subtypes over six months,
including 47,614 self-diagnosed phobia users. BERT models were leveraged to differentiate non-phobia from
phobia users and classify them into 65 specific phobia subtypes. The study produced promising results, with the
highest f1-score of 78.44% in binary classification (phobic user or not phobic user) and 24.01% in a multi-class
classification (detecting the specific phobia subtype of a user). This research provides insights into people with
phobias on social media and emphasizes the capacity of natural language processing and machine learning to
automate the evaluation and support of mental health.
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1. Introduction

Phobia, classified as an anxiety disorder, is char-
acterized by an intense and irrational fear of partic-
ular objects, situations, or activities, despite there
being no significant real risk or only a minor threat
involved. Unlike fear, which serves as an adap-
tive response to immediate danger, phobia gener-
ates a relentless state of anticipation and prepa-
ration (Adolphs, 2013). For example, fear might
prompt an individual to escape from a genuinely
perilous animal, whereas phobia induces an irra-
tional fear associated with a specific animal, even
in the absence of any genuine threat. The first
edition of the American Psychiatric Association
DSM in 1952 (Association et al., 2000) briefly diag-
nosed phobic reactions, including common fears
such as syphilis, dirt, closed and open spaces,
and animals. Patients typically cope by avoiding
the phobic object or situation. Following this, pho-
bia types were expanded, encompassing social
phobias, agoraphobia, and specific phobias, with
further subtypes including those associated with
blood, injections, injury, and so on. These phobias
manifest in various forms, with nearly 12.5% of
U.S. adults experiencing specific phobias at some
point in their lives1. Importantly, phobias can sig-
nificantly affect one’s well-being and contribute to
the development of psychological disorders such
as anxiety and depression (Mekhilef et al., 2012;
Wardenaar et al., 2018).

Mental health research using social media is a
growing field, leveraging data from platforms such

1https://www.hcp.med.harvard.edu/ncs/
index.php

as Facebook, Twitter, and Weibo to gain valuable
insights into individuals’ mental well-being, behav-
iors, and attitudes (Santos et al., 2023; Mann
et al., 2020; Paul et al., 2018; Baes et al., 2022;
Bakar and Nawi, 2021; Vemprala et al., 2021;
Alt, 2015; Selvadass et al., 2022; Naslund et al.,
2020; De Choudhury, 2013). These platforms of-
fer plenty of information about users’ daily lives,
including their emotions, social interactions, and
activities, which can be harnessed to uncover pat-
terns and trends related to mental health. Re-
searchers in this field investigate various aspects
of mental health, including depression (Santos
et al., 2023; Mann et al., 2020; Paul et al., 2018;
Baes et al., 2022; Bakar and Nawi, 2021), anx-
iety (Santos et al., 2023), fear (Vemprala et al.,
2021; Alt, 2015), and stress (Selvadass et al.,
2022). This approach allows researchers to ac-
cess a diverse population, reaching individuals
who may not have traditional mental health ser-
vices readily available or those who refrain from
seeking help from healthcare facilities. In addi-
tion, it helps identify new risk factors, understand
the impact of these conditions on individuals and
communities, and develop potential interventions
for mental health problems (Naslund et al., 2020;
De Choudhury, 2013). In essence, social media-
based mental health research holds promise in
providing valuable insights and enhancing the de-
velopment of more effective strategies for mental
health prevention and treatment.

To our knowledge, there have been no stud-
ies that have delved into the realm of phobia in-
vestigation using social media data. Existing re-
search focused primarily on the identification of

https://www.hcp.med.harvard.edu/ncs/index.php
https://www.hcp.med.harvard.edu/ncs/index.php
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phobias by various means, such as brain magnetic
resonance imaging (MRI) (Böhnlein et al., 2021;
Lueken et al., 2015), physiological signals (Zhang
et al., 2016; Sharma et al., 2016; Šalkevicius et al.,
2019; Sandulescu et al., 2015; Petrescu et al.,
2020; Ihmig et al., 2020), and text data collected
from surveys and therapeutic email communica-
tions (Intia et al., 2022; Hoogendoorn et al., 2016).
Furthermore, attention given to the exploration of
these phobia subtypes is insufficient, as a signifi-
cant number of phobia categories remain unused
in research. Many of the investigations primarily
focused on recognizing social anxiety in individu-
als (Sharma et al., 2016; Intia et al., 2022; Hoogen-
doorn et al., 2016). Some studies targeted spe-
cific forms of anxiety, such as anxiety about pub-
lic speaking (Zhang et al., 2016; Šalkevicius et al.,
2019). Several concentrated on animal phobias,
for instance, the fear of spiders (Böhnlein et al.,
2021) and snakes (Lueken et al., 2015). Another
study aimed at dental phobia by identifying blood
injection injuries (Lueken et al., 2015). As a result,
there are a multitude of phobias that require thor-
ough investigation. The process of detecting pho-
bias through social media entails a variety of tech-
niques for analyzing data from social platforms,
with the overarching aim of identifying individuals
who might be grappling with phobias or anxiety dis-
orders. This analysis includes examining linguistic
patterns within posts and texts across social media
platforms.

This research introduces a novel dataset, which
is comprised of tweets related to various phobias,
along with an automated approach for phobia de-
tection. The dataset is extracted from the Twit-
ter timelines of users and encompasses a total of
102 phobia subtypes (can be found in Table 1).
We have implemented a series of preprocessing
steps and established specific string search pat-
terns to identify self-reported tweets related to pho-
bias. Moreover, we have developed distinct mod-
els using BERT to assess their effectiveness in bi-
nary classification, distinguishing between users
affected by phobias and those who are not, as
well as in a multi-class classification to pinpoint
the specific subtype of phobia. To the best of our
knowledge, this study is the first to create such a
comprehensive dataset of tweets associated with
a wide range of phobia subtypes and to design au-
tomated models for phobia detection using Twitter
data. The notable contributions of this research
are outlined below:

• Constructed a novel phobia-related tweet
dataset based on self-reported users’ time-
lines containing 102 phobia subtypes.

• Applied systematic pre-processing and string-
searching steps to identify self-reported

phobia-affected users.

• Evaluated the performance of eight BERT-
based models, assessing their capability to
identify users with phobias and accurately
classify the specific subtype of phobia asso-
ciated with them.

Our dataset will be a valuable resource for inves-
tigating the impact of various phobias on individ-
uals’ mental well-being. Furthermore, the results
produced by the classification model can be instru-
mental in the development of automated tools and
systems designed to identify individuals with spe-
cific phobias. The remaining sections of our re-
search paper are structured as follows: Section 2
provides the research context for automated meth-
ods in phobia identification. The process of data
collection, pre-processing, self-diagnosis recogni-
tion, and data categorization is detailed in Sec-
tion 3. Section 4 explains the BERT-based clas-
sification models. In Section 5, we present the re-
sults and engage in a comprehensive discussion
of our findings. Finally, Section 6 concludes our
research and outlines potential future research av-
enues related to our work.

2. Background and Literature Review

Several studies affiliated with phobias have fo-
cused on identifying specific brain areas using MRI
data through the utilization of machine learning
approaches (Böhnlein et al., 2021; Lueken et al.,
2015). Böhnlein et al. (2021) emphasized the sig-
nificance of incorporating the entire brain’s fea-
tures, obtained from fMRI, in differentiating indi-
viduals with spider phobia from healthy controls,
achieving a 73% balanced accuracy using a mul-
tivariate machine learning approach. Their find-
ings suggested that neurofunctional activity in spi-
der phobia extends beyond specific regions of in-
terest (ROIs) within the brain, favoring the use
of whole-brain features. Lueken et al. (2015) em-
ployed Gaussian process classifiers to distinguish
between healthy controls and individuals with spe-
cific phobia subtypes (e.g., snake and dental pho-
bias), focusing on gray and white matter volumet-
ric data from MRI recordings. These features ex-
hibited greater accuracy in predicting these phobia
subtypes. However, conducting MRI-based stud-
ies to identify various types of phobias is associ-
ated with high expenses, clinical complexities, eth-
ical considerations, participant variability, experi-
mental control challenges, small sample sizes, un-
availability of diverse phobia subtypes, data analy-
sis intricacies, and ethical approval requirements.

Physiological signals, such as galvanic skin re-
sponse (GSR), heart rate variability (HRV), heart
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rate (HR), blood volume pulse (BVP), skin tem-
perature, and respiration, play a crucial role in
detecting and classifying different levels of anx-
iety (Katsis et al., 2011). For instance, Zhang
et al. (2016) employed GSR signals to classify
anxiety levels during public speaking, achieving
an average accuracy of 86.70% for high anxiety
and 78.83% for calmness using back-propagation
neural network algorithms. Similarly, GSR signals
were also used to identify social anxiety (Sharma
et al., 2016), yielding accuracy rates of 82.3%
in training, 85.7% in testing, and 80% in holdout
cases with neural networks and multilayer percep-
tron (MLP). Šalkevicius et al. (2019) predicted pub-
lic speaking anxiety levels from GSR, BVP, and
skin temperature data with 80.1% accuracy in a
leave-one-out setup and 86.3% accuracy in 10 ×
10 fold cross-validations using signal fusion-based
Support Vector Machine (SVM) classifiers. Addi-
tionally, Sandulescu et al. (2015) utilized GSR and
BVP signals in SVM models to classify stressful
and non-stressful situations, achieving an average
accuracy of nearly 79% in tests conducted on five
participants. Real-time GSR and HRV measure-
ments were used by Petrescu et al. (2020) to pre-
dict anxiety levels during exposure to heights, re-
sulting in high accuracy levels for different anxi-
ety categories (94.29% accuracy for low-medium
levels, and 92.38% accuracy for low-medium-high
levels). Ihmig et al. (2020) used GSR, HR, HRV
and respiration data to implement bagged trees,
achieving 89.8% and 74.4% accuracies in clas-
sifying two-level (low, and high) and three-level
(low, medium, and high) anxiety levels, respec-
tively. Nonetheless, the scope of these investiga-
tions was primarily centered on discerning various
anxiety levels, and it is essential to employ pre-
cise procedural protocols for gathering physiologi-
cal signals to guarantee dependable and uniform
data acquisition, thereby reducing the likelihood of
errors or artifacts that could potentially influence
subsequent analyses.

Textual data has emerged as a prominent re-
source for understanding mental health conditions,
including phobias. Intia et al. (2022) conducted an
online survey involving agoraphobia-related ques-
tionnaires, employing various feature selection
and reduction techniques as well as classification
algorithms (e.g., random forest, decision tree, k-
nearest neighbors, and SVM). Their study resulted
in the random forest classification exhibiting an im-
pressive accuracy rate of 98.02%, outperforming
other classification methods. Meanwhile, Hoogen-
doorn et al. (2016) developed predictive models
for identifying social anxiety disorder using socio-
demographic data and the content of therapeutic
emails from patients during treatment, encompass-
ing email topics, sentiment, word usage, and writ-

ing styles. Their findings highlighted the superior-
ity of shorter-term trends (with respect to long-term
trends) in predicting the disorder, and the logis-
tic regression model achieving the best f1-score
of 84%. However, text-based studies have not
comprehensively explored the multitude of phobia
types, which aligns with the primary aim of our re-
search — to identify and investigate a broad spec-
trum of phobia subtypes.

The studies on phobia subtypes mentioned
earlier have primarily concentrated on specific
fears, including spiders (arachnophobia) (Böhn-
lein et al., 2021), snakes (ophidiophobia) (Lueken
et al., 2015), needles or injections (trypanopho-
bia) (Lueken et al., 2015), public speaking
(glossophobia) (Zhang et al., 2016; Šalkevicius
et al., 2019), public spaces or crowds (agora-
phobia) (Sharma et al., 2016; Intia et al., 2022;
Hoogendoorn et al., 2016), and heights (acropho-
bia) (Petrescu et al., 2020). Nonetheless, there ex-
ists a wide array of phobia subtypes that remain un-
explored and require in-depth investigation. There-
fore, our research is primarily focused on exploring
these undiscovered areas.

Self-disclosure of a diagnosis involves individu-
als openly sharing information about their mental
health conditions, often through conversations, on-
line posts, or other communication channels. This
voluntary sharing contributes to a better under-
standing of mental health conditions (De Choud-
hury et al., 2013c; Tsugawa et al., 2015; MacA-
vaney et al., 2018), which, in turn, can assist re-
searchers, clinicians, and support networks in pro-
viding appropriate assistance and interventions. In
a similar study, De Choudhury et al. (2013c) em-
ployed crowdsourcing to collect data from Twitter
users who self-reported clinical depression diag-
noses. They utilized an SVM classifier to predict
the likelihood of depression before its reported on-
set based on individual tweets, achieving a clas-
sification accuracy of 70%. To establish a ba-
sis for self-reported information, Tsugawa (Tsug-
awa et al., 2015) used data obtained from a web-
based questionnaire designed to gauge the lev-
els of depression in Twitter users. Later, they
harnessed an SVM classifier to detect signs of
depression by scrutinizing users’ Twitter interac-
tions and mapping them against self-reported data,
achieving an accuracy of roughly 69%. Maca-
vaney et al (MacAvaney et al., 2018) introduced
the RSDD-Time (Reddit Self-Reported Depres-
sion Diagnosis-Time) dataset, a repository con-
taining manually annotated self-reported depres-
sion diagnosis posts from Reddit, categorized
based on temporal measures. They also exam-
ined the effectiveness of various machine learning
models, including logistic regression, linear SVM,
and gradient boost tree (GBT), for predicting the
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recency of the diagnosis (indicating when the di-
agnosis occurred) and the condition state (identi-
fying if the diagnosed condition is current or pre-
vious). Among all the models, GBT topped in di-
agnosing the recency classification, while logistic
regression topped in condition state classification,
achieving respective f1-scores of 46% and 44%,
respectively. Hence, self-reported diagnoses can
provide valuable insights for identifying phobias.

BERT-based models have been extensively uti-
lized in mental health research for the automatic
classification of text data related to mental health.
Researchers have employed BERT-based models
to analyze mood disorders, such as anxiety (San-
tos et al., 2023; Ameer et al., 2022), and de-
pression (Santos et al., 2023; Senn et al., 2022;
Solse et al., 2022; Anantharaman et al., 2022;
Ameer et al., 2022). These models were utilized to
automatically identify emotions expressed in text,
such as happiness, sadness, or anger (Adoma
et al., 2020; Peng et al., 2021). BERT-based
models were also applied to identify other men-
tal health-related topics, such as mental health
stigma (Lee and Kyung, 2022), and suicidal ten-
dencies (Metzler et al., 2022; Wang et al., 2021).
The effectiveness of BERT in capturing contex-
tualized representations from text data has been
demonstrated in the analysis of mental health-
related texts, providing valuable insights into var-
ious aspects of mental health. Furthermore, ac-
cording to Park et al. (2022), the BERT model
has demonstrated superior performance in long-
text classification compared to alternative models,
such as Longformer (a transformer-based model
designed to efficiently handle lengthy documents
by incorporating global attention mechanisms), To-
BERT (a text-to-text framework utilizing a BERT-
like architecture for various natural language pro-
cessing tasks), and CogLTX (a cognitive-inspired
model that integrates linguistic and visual informa-
tion for text classification), which are developed
for diverse natural language processing purposes.
Nonetheless, BERT’s effectiveness in long text
classification establishes it as the preferred choice
for the phobia classification task in this study.

3. Dataset Creation

3.1. Data Source
We gathered public tweets associated with pho-
bias through the Twitter public API2. We employed
a keyword-based search strategy to accumulate
tweets related to various phobia types. This ap-
proach involved a list of 204 keywords, which is
comprised of 102 phobia-type names and 102

2https://developer.twitter.com/en/
docs/twitter-api

brief descriptions of these phobia types sourced
from internet searches on common phobias (de-
picted in Table 1). For instance, for the phobia
type “acrophobia,” we used both the name “acro-
phobia” and its brief description, “fear of heights,”
to retrieve relevant tweets. Our keyword-based
data collection extended over six months, start-
ing on November 29, 2022, and ending on April
29, 2023. A total of 811,569 tweets were col-
lected during this process. Likewise, we made use
of the Twitter API for collecting user timelines by
searching the usernames associated with the col-
lected phobia-related tweets. During this process,
we gathered the most recent 50 tweets from each
user. Some user timelines contained fewer than
50 tweets, particularly if the user had fewer than
50 ‘public’ tweets in their timeline. Furthermore,
this dataset included tweets in multiple languages
and was used for self-reported phobia diagnosis,
as discussed in Section 3.2.

3.2. Recognizing Self-reported Phobia
Tweets

In line with self-reported diagnosis-focused re-
search (De Choudhury et al., 2013c; Tsugawa
et al., 2015; MacAvaney et al., 2018), it is estab-
lished that self-disclosure of a diagnosis can de-
liver invaluable insights into an individual’s mental
health condition. For instance, if an individual ex-
plicitly states, “I have acrophobia”, it reasonably im-
plies that the person is personally affected by acro-
phobia. Conversely, if an individual states, “My
friend has acrophobia,” the tweet would not be cat-
egorized as acrophobia, as it refers to another per-
son. This underscores the importance of accurate
annotation.

Prior to identifying self-diagnosed phobia tweets
from the Twitter obtained during the keyword
search process, several pre-processing steps
were implemented on these tweets. Non-English
phobia-related tweets were excluded, resulting in
791,078 tweets. The Python ‘langid’ library3 facili-
tated non-English language detection, allowing for
the identification of texts in English (‘en’) among
other languages. Subsequently, duplicate tweets
were removed based on identical usernames and
texts in phobia-related tweets (for instance, if a
particular user posted the same tweet multiple
times, we eliminated the redundant copies of that
tweet). This process yielded 741,080 tweets. Fi-
nally, two string search patterns were employed to
detect self-reported phobia tweets. The first pat-
tern starts with “I” and optionally includes an auxil-
iary verb. The main verb is then used, followed by
an optional preposition. Additionally, individuals
may optionally include indefinite articles. Finally,

3https://github.com/saffsd/langid.py

https://developer.twitter.com/en/docs/twitter-api
https://developer.twitter.com/en/docs/twitter-api
https://github.com/saffsd/langid.py
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Table 1: Phobia subtypes with definition
Name Definition Name Definition Name Definition Name Definition
achluophobia fear of darkness acrophobia fear of heights aerophobia fear of flying algophobia fear of pain
alektorophobia fear of chickens agoraphobia fear of public spaces or crowds aichmophobia fear of needles or pointed objects ailurophobia fear of cats
amaxophobia fear of riding in a car androphobia fear of men anginophobia fear of angina or choking anthophobia fear of flowers
anthropophobia fear of people or society aphenphosmphobia fear of being touched arachnophobia fear of spiders arithmophobia fear of numbers
astraphobia fear of thunder and lightning ataxophobia fear of disorder or untidiness atelophobia fear of imperfection atychiphobia fear of failure
autophobia fear of being alone bacteriophobia fear of bacteria barophobia fear of gravity bathmophobia fear of stairs or steep slopes
batrachophobia fear of amphibians belonephobia fear of pins and needles bibliophobia fear of books botanophobia fear of plants
cacophobia fear of ugliness catagelophobia fear of being ridiculed catoptrophobia fear of mirrors chionophobia fear of snow
chromophobia fear of colors chronomentrophobia fear of clocks cibophobia fear of food claustrophobia fear of confined spaces
coulrophobia fear of clowns cyberphobia fear of computers cynophobia fear of dogs dendrophobia fear of trees
dentophobia fear of dentists domatophobia fear of houses dystychiphobia fear of accidents entomophobia fear of insects
ephebiphobia fear of teenagers equinophobia fear of horses gamophobia fear of marriage or commitment genuphobia fear of knees
glossophobia fear of speaking in public gynophobia fear of women heliophobia fear of the sun hemophobia fear of blood
herpetophobia fear of reptiles hydrophobia fear of water hypochondria fear of illness iatrophobia fear of doctors
insectophobia fear of insects koinoniphobia fear of rooms full of people leukophobia fear of the color white lilapsophobia fear of tornadoes and hurricanes
lockiophobia fear of childbirth mageirocophobia fear of cooking megalophobia fear of large things melanophobia fear of the color black
microphobia fear of small things mysophobia fear of dirt and germs necrophobia fear of death or dead things noctiphobia fear of the night
nosocomephobia fear of hospitals nyctophobia fear of the dark obesophobia fear of gaining weight octophobia fear of the number 8
ombrophobia fear of rain ophidiophobia fear of snakes ornithophobia fear of birds papyrophobia fear of paper
pathophobia fear of disease pedophobia fear of children philophobia fear of love phobophobia fear of phobias
podophobia fear of feet pogonophobia fear of beards porphyrophobia fear of the color purple pteridophobia fear of ferns
pteromerhanophobia fear of flying pyrophobia fear of fire samhainophobia fear of Halloween scolionophobia fear of school
selenophobia fear of the moon sociophobia fear of social evaluation somniphobia fear of sleep tachophobia fear of speed
technophobia fear of technology thalassophobia fear of deep water tonitrophobia fear of thunder trypanophobia fear of needles or injections
trypophobia fear of clustered patterns of holes venustraphobia fear of beautiful women verminophobia fear of germs wiccaphobia fear of witches and witchcraft
xenophobia fear of strangers or foreigners zoophobia fear of animals

the sentence is completed with phobia keywords.
The second pattern starts with “my” and includes
phobia keywords, to indicate that they are describ-
ing a personal experience or condition. If any of
these specified string patterns are found within a
tweet, the tweet is categorized as a self-reported
phobia tweet. It is worth noting that various search
strings were considered during this phase, but the
presented string patterns proved to be the most
effective for identifying self-reported tweets based
on our dataset. As a result, a total of 23,807 self-
reported diagnosis-based tweets from unique Twit-
ter users were identified through this process.

3.3. Data Classes and Post-processing
We aimed to evaluate the effectiveness of BERT
in automatically distinguishing both binary phobia
detection and phobia subtype identification using
user tweet timelines. For binary classification, we
defined two classes: ‘non-phobia’ and ‘phobia’.
The 23,807 Twitter users with self-reported diag-
noses, as identified in the previous step, were la-
beled as the ‘phobia’ class. Subsequently, we ran-
domly selected an equal number of Twitter users
(23,807 in total) from the dataset. These users
did not have self-reported phobia tweets but had
phobia-related keywords in their texts, as identi-
fied through keyphrase searches. We categorized
them as the ‘non-phobia’ class. The Twitter users
selected for the non-phobia class were exclusively
distinct users. An essential part of this selec-
tion process was the meticulous examination of
all 50 tweets for each non-phobia user to ensure
that these tweets did not contain any self-reported
diagnosis-based content. We performed this verifi-
cation by using the string patterns detailed in Sec-
tion 3.2. This rigorous selection process ensured a
clear separation between the non-phobia and pho-
bia classes in our final dataset, comprising a total
of 47,614 Twitter users, evenly split between the
non-phobia and phobia classes (23,807 each).

To prepare the final set of 47,614 user tweets for

automated classification, post-processing steps
were applied to the 50 tweets collected for each
user. Tweets from users identified through
keyphrase searches, which already contained self-
diagnosis texts, were excluded focusing solely on
the user timeline of tweets. Later, the removal
of duplicate tweets within user timelines was con-
ducted, ensuring that the dataset consisted of
unique tweets. Subsequently, newline characters
within each tweet were systematically eliminated
to prevent potential formatting issues and ensure
that the text was treated as a continuous, unbro-
ken stream of words. For consistency and compat-
ibility with prior research, instances of usernames
and URLs mentioned in tweets were replaced with
standardized tokens e.g., [user] and [url]. In cases
where two or more consecutive [url] or [user] to-
kens occurred, these were streamlined to a sin-
gle instance. Hashtags and emojis were removed
at this stage. These meticulous post-processing
measures refined the dataset, rendering it suitable
for further analysis and classification, while elimi-
nating any extraneous elements.

To develop a dataset for the multi-class classi-
fication system for phobia subtypes, the initial col-
lection of 23,807 Twitter users categorized as ‘pho-
bia’ class was used for further labeling with spe-
cific phobia subtypes. This process utilized the
phobia-related keywords from our data collection,
as described in Section 3.1. However, it was ev-
ident that certain self-diagnosed phobia subtypes
had either very limited or no Twitter users, leading
to an imbalanced data distribution. In response,
we decided to exclude classes with fewer than ten
Twitter users. This action was taken to address
the issue of imbalanced data distribution in multi-
class classification, which can introduce prediction
bias and reduce accuracy for classes with less
data. Following this procedure, we acquired a re-
fined dataset encompassing a total of 23,700 Twit-
ter users, spanning 65 distinct phobia subtypes.
The distribution of data for each class is visually



6899

presented in Figure 1, where class 1 represents
the ‘achluophobia’ category, and the other classes
correspond to the phobia subtypes (class 0 is disre-
garded, representing the non-phobia class). Pho-
bia subtypes such as ’acrophobia,’ ’trypophobia,’
’arachnophobia,’ and ’claustrophobia’ were more
readily available in terms of data availability, mak-
ing them easier to find.

Figure 1: Amount of data in multi-class dataset.
Here in Class-axis, ‘1’ represents ‘achluophobia’
class, ‘2’ represents ‘acrophobia’ class, and so on
(‘0’ is disregarded, representing the non-phobia
class)

3.4. Word cloud Visualization

We utilized word cloud visualization to depict
the 47,614 user timeline dataset comprising self-
diagnosed non-phobia and phobia classes. Fig-
ure 2 showcases the word cloud visualization, with
Sub-figure 2(a) displaying the entire dataset, Sub-
figure 2(b) illustrating the non-phobia class, and
Sub-figure 2(c) representing the phobia class. No-
tably, in the top 10 frequent words in both the non-
phobia and phobia classes, common words such
as ‘like’, ‘people’, ‘one’, ‘dont’ (don’t), ‘im’ (I’m),
‘get’, ‘know’, and ‘time’ dominate both classes,
reflecting frequent usage to convey personal ex-
periences, opinions, or share information across
various topics. Additionally, ‘us’ (US or United
States), and ‘new’ emerge as unique words in the
non-phobia class, suggesting discussions related
to collective groups (often including the speaker),
US-related issues and recent events, discoveries,
products, or experiences. Conversely, ‘love’, and
‘good’ stand out as unique words in the phobia
class, indicating users’ succinct expression of posi-
tive emotions and sentiments within the tweet’s lim-
ited character space.

(a) Whole dataset

(b) Non-phobia class (c) Phobia class

Figure 2: Word cloud visualization of the dataset;
(a) word cloud of the whole dataset, (b) world cloud
for non-phobia class, and (c) word cloud for phobia
class

4. BERT Embedding and
Classification

BERT (Devlin et al., 2018) stands as a cutting-
edge deep learning model widely employed for nat-
ural language processing tasks. In many imple-
mentations, the ‘transformers’ library, developed
by Hugging Face, is commonly used to imple-
ment BERT and other transformer-based models.
This architecture, purposefully designed to cap-
ture long-range dependencies and relationships
between words in a text, equips BERT for a wide
range of natural language understanding tasks.
However, it is worth noting that BERT’s input is
limited to 512 tokens. To address this limitation,
tweets were reordered in various model configu-
rations during aggregation (described in the next
Section 4.1) to ensure essential data was included
as input to the models even after truncation (Hou
et al., 2022; Zhao and Yu, 2021).

4.1. Models

For the classification task, we organized the data
in several ways to prepare it for input into BERT,
resulting in the creation of distinct classification
models. Each model received an aggregated sen-
tence comprising of 50 tweets from each user, ex-
cept for the final model. Moreover, each model
adopted unique strategies for arranging the sen-
tences or tweets within the text, with the exception
of the last model. As part of the aggregation pro-
cess for user timeline tweets, we applied the same
post-processing steps detailed in Section 3.3. The
models are outlined as follows:

Model 1 (M1) – User Timeline: In M1 (user
timeline), the 50 tweets were consolidated in the
usual way, following the sequence of tweets from
the user’s timeline, into a single sentence.
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Model 2 (M2) – TextRank with Sentence:
Within M2 (TextRank with sentence), we employed
an efficient unsupervised sentence ranking algo-
rithm, specifically the ‘TextRank’ method (Mihal-
cea and Tarau, 2004), to arrange the sentences.
TextRank assesses the importance of phrases
within a given input text by constructing a graph of
phrase relationships based on co-occurrence, iter-
atively updating phrase scores, and extracting key
phrases for summarization or analysis. Similarly,
it ranks sentences by considering each sentence
as a node in a graph, and it assesses their signifi-
cance based on relationships and co-occurrences
between sentences, resembling its approach to
ranking keywords or phrases. Sentences that are
more interconnected with other sentences, espe-
cially those identified as significant, are assigned
higher ranks, facilitating the identification of key
sentences for summarization or other natural lan-
guage processing tasks.

After consolidating the 50 tweets into a single
sentence, we applied TextRank to select key sen-
tences, and these were positioned at the beginning
of the aggregated sentence. For our implementa-
tion, we utilized PyTextRank4 integrated into the
spaCy pipeline5 with default settings.

Model 3 (M3) – TextRank with Phrases: Uti-
lizing TextRank’s phrase ranking capabilities men-
tioned earlier, in M3 (TextRank with phrases),
phrases from each of the 50 tweets were individ-
ually ranked. The highest-ranked phrase deter-
mined the ranking of the individual tweets, which
were subsequently reordered during aggregation
into a sentence based on this ranking.

Model 4 (M4) – Phobia Keywords: In M4
(phobia keywords), we searched phobia keywords
within the 50 tweets of each user. When any
of these keywords were found, the corresponding
tweets were placed at the beginning of the ag-
gregated sentence, while the remaining tweets re-
tained their original order. It is essential to note
that while the keywords were present in the tweets,
they were not employed for self-reported diagno-
sis.

Model 5 (M5) – Random Tweets: M5 (random
tweets) involved the random aggregation of the 50
tweets from each user’s timeline into a single sen-
tence.

Model 6 (M6) – Individual Tweets: A dif-
ferent approach was adopted for M6 (individual
tweets). For each user, all 50 tweets were indi-
vidually categorized as either ‘non-phobia’ or ‘pho-
bia’ based on their primary annotation. As a re-
sult, the dataset for this specific model configura-

4https://github.com/DerwenAI/
pytextrank

5https://www.bibsonomy.org/bibtex/
2616669ca18ac051794c0459373696942/rerry

tion comprised a total of 165,278 individual tweets,
including 84,177 individual tweets classified as
non-phobia and 81,101 individual tweets catego-
rized as phobia. Therefore, it represents a distinct
classification task compared to the previously dis-
cussed models.

In M1 through M5, the users’ tweets were
arranged in unique ways to compile them into
a single sentence before BERT tokenization.
Therefore, the text lengths remained consistent
across these models, demonstrating an average
of 3788.85, a median of 3614, and a standard de-
viation of 1893.90. Conversely, in M6, where each
user’s 50 tweets were individually considered, the
text segments were notably shorter in length, with
an average of 97.22, a median of 91, and a stan-
dard deviation of 61.89.

4.2. Hyperparameters
The model is comprised of three hidden lay-
ers, with a dropout rate of 0.1 applied between
these hidden layers, following the recommenda-
tion by Devlin et al. (2018). The Adam opti-
mizer was employed, using a learning rate of 1e−5.
Throughout all experiments, the hardware configu-
ration was an Intel Core i7-11800H processor, an
NVIDIA GeForce RTX 3060 GPU with 6 GB of
memory, and 16 GB of RAM.

4.3. Data Split
For all the models mentioned in Section 4.1, the
data was initially divided into training, validation,
and test sets, using an 8:1:1 ratio before executing
the classification model. These models underwent
100 epochs of training, incorporating early stop-
ping with a patience value of 5. Additionally, during
the training process, the best model weights were
automatically saved based on the performance
achieved on the validation data. Later, the test
data was assessed using the best-saved models,
and their performances were compared based on
the f1-scores. Furthermore, to provide a bench-
mark for comparison, the majority class baseline
(MCB) was calculated. The MCB predicts the
class with the highest number of instances in the
dataset for all cases. It serves as a straightforward
baseline for assessing more sophisticated models,
although it may not fully capture the intricacies of
the data, which advanced models are designed to
do.

5. Result and Discussion

5.1. Binary Classification Results
Table 2, and Table 3 provides a summary of the
classification performance for distinguishing be-

https://github.com/DerwenAI/pytextrank
https://github.com/DerwenAI/pytextrank
https://www.bibsonomy.org/bibtex/2616669ca18ac051794c0459373696942/rerry
https://www.bibsonomy.org/bibtex/2616669ca18ac051794c0459373696942/rerry
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tween non-phobia and phobia using various mod-
els. Notably, all models completed training up
to the seventh epoch (except M2, which finished
at the sixth epoch), and interestingly, the best
epoch identified was the first epoch for all mod-
els. M5 (random tweets) achieved the highest f1-
score of 75.35%. Employing a basic data organiza-
tion method, such as randomly ordering the tweets,
could yield superior results, resonating with the
findings of Park et al. (2022) in their study on long
document classification. The second-highest f1-
score, 75.31%, was attained by M3 (TextRank with
phrases), which was close to the highest score.
The other three models, M1 (user timeline), M4
(phobia keywords), and M2 (TextRank with sen-
tence), achieved f1-scores of 74.09%, 71.67%,
and 69.20%, respectively. Conversely, the low-
est f1-score, 68.48%, was recorded for M6 (indi-
vidual tweets). Indeed, for M6 (individual tweets),
the classification model encountered challenges in
distinguishing the classes when the user timeline
of tweets was individually considered instead of be-
ing aggregated together. BERT’s architecture is
designed to process longer texts by dividing them
into chunks or tokens. Individual tweets are typi-
cally very short, limiting BERT’s capacity to com-
prehend the entire context and resulting in an in-
formation loss.

Table 2: Binary classification results for M1 to M5
(here, ‘P’, ‘R’, ‘F1’, ‘Acc’ means precision, recall, f1-
score, and accuracy respectively)

Models Epoch
Results

P R F1 Acc
M1

(user timeline)
1 73.23 74.97 74.09 73.52
2 70.93 86.24 77.84 75.20

M2
(TextRank with sentence)

1 67.86 70.60 69.20 68.30
2 - - - -

M3
(TextRank with phrases)

1 73.49 77.22 75.31 74.84
2 71.18 87.36 78.44 76.14

M4
(phobia keywords)

1 74.89 68.72 71.67 72.43
2 70.91 86.72 78.02 75.20

M5
(random tweets)

1 72.86 78.02 75.35 74.11
2 70.92 85.51 77.54 74.86

MCBM1−M5 - 50 100 66.67 50

Table 3: Binary classification results for M6 (here,
‘P’, ‘R’, ‘F1’, ‘Acc’ means precision, recall, f1-score,
and accuracy respectively)

Models Epoch
Results

P R F1 Acc
M6

(individual tweets)
1 68.05 68.91 68.48 68.61
2 67.35 72.64 69.90 69.05

MCBM6 - 50.93 100 67.49 50.93

Further, since the best models were automat-
ically saved, the weights of the second epoch
were also saved for all models (except for M2),

even though it was not the best epoch based on
the train-validation accuracy curves during model
training. Intriguingly, when we evaluated the test
dataset using these saved weights, we observed
higher f1-scores for all the models, but with no-
table differences in precision and recall results.
The top-performing model was M3 (TextRank with
phrases), achieving an f1-score of 78.4%. The
other models, M4 (phobia keywords), M1 (user
timeline), and M5 (random tweets), achieved f1-
scores of 78.02%, 77.84%, and 77.54%, respec-
tively. As in the previous results, the lowest f1-
score was recorded for M6 (individual tweets) at
69.05%.

Overall, the f1-scores of the models surpassed
both the f1-scores of MCBM1−M5 and MCBM6
(66.67% and 67.49%, respectively), indicating that
the models outperformed the majority class pre-
dictions for all instances. This demonstrates the
models’ effectiveness in distinguishing between
different classes while maintaining a balance be-
tween precision and recall. The highest f1-score,
78.44%, was achieved by M3 (TextRank with
phrases) in its second epoch. The capability of
TextRank to rank tweets with phrases proved to
be effective in identifying the most crucial tweets
for each user. The confusion matrix for the model
is depicted in Figure 3. Notably, the model faced
more challenges in predicting the ‘non-phobia’
class compared to the ‘phobia’ class. Users
who were misclassified, along with their timelines
of tweets, predominantly contained content unre-
lated to phobia, including daily life updates, en-
gaging topics, personal thoughts, and more. This
inherent variability in tweet content posed a chal-
lenge for the model in accurately distinguishing be-
tween non-phobia and phobia users.
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Figure 3: Confusion matrix for the M3 (TextRank
with phrases) on its second epoch in binary classi-
fication
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5.2. Multi-class Classification Results

For the multi-class classification of phobia sub-
types, we chose M1 (user timeline) and M3 (Tex-
tRank with phrases), as well as the best settings
identified in the binary classification (as mentioned
in Section 5.1). Both models completed training
up to the eighth epoch, with the second epoch
yielding the best results. M1 (user timeline) out-
performed M3 (TextRank with phrases) with an f1-
score of 22.62%, while M3 achieved an f1-score
of 21.12%. Similar to previous experiments, the
best weights were automatically saved, including
the weights of the third epoch for both models, de-
spite it not being the best epoch based on the train-
validation accuracy curves during model training.
In this case, both models demonstrated reason-
able performance, with M1 (user timeline) achiev-
ing the highest f1-score of 24.01% and M3 (Tex-
tRank with phrases) obtaining a 23.16% f1-score.
In this context, the f1-scores for all the models fell
below the f1-score of the MCB (28.40%). This
implies that the model performances were not as
good as simply predicting the majority class for all
instances. The models encountered difficulties in
accurately classifying instances from the minority
class, resulting in lower precision and recall values
in the predictions. This could be considered an in-
adequate overall performance for multi-class clas-
sification.

The results are depicted in Table 4. Further anal-
ysis was conducted on the highest score achieved
in multi-class classification for M1 (user timeline)
during its third epoch, and evaluation scores were
computed for each class. This analysis suggests
that the model faced challenges in accurately pre-
dicting most of the phobia classes, particularly
those with limited data. Furthermore, only 10
out of 65 classes demonstrated measurable F1
scores, while the remaining 55 classes did not
yield satisfactory results, indicating that the classi-
fier encountered difficulties in correctly classifying
instances within these classes. Classes with fewer
than 542 instances were particularly challenging
for the model to classify accurately due to the
limited data available. Also, compared to binary
classification, multi-class classification typically ex-
periences lower performance as the number of
classes increases, posing greater challenges in
accurately classifying each class, as evidenced
by the evaluation scores computed for individual
classes in the multi-class scenario.

6. Conclusions

In this research, we proposed a novel dataset
containing 811,569 tweets and the user timeline
of tweets of 102 phobia subtypes (collected over

Table 4: Multi-class classification results (here, ‘P’,
‘R’, ‘F1’, ‘Acc’ means precision, recall, f1-score,
and accuracy respectively)

Models Epoch
Results

P R F1 Acc
M1

(user timeline)
2 24.00 27.30 22.62 27.30
3 27.13 28.19 24.01 28.19

M3
(TextRank with phrases)

2 23.04 25.27 21.12 25.27
3 23.70 26.75 23.16 26.75

MCB - 16.51 100 28.40 16.51

six months). Detailed pre-processing and string-
searching methods were applied to find 47,614
self-diagnosed phobia users. Finally, different
BERT models were evaluated for binary classifi-
cation of non-phobia and phobia, and multi-class
classification of 65 phobia subtypes (102 classes
were reduced to 65 classes by excluding classes
with fewer than ten Twitter users to minimize imbal-
anced data distribution) using the user timeline of
tweets. The best f1-scores achieved were 78.44%
for the binary classification and 24.01% for the
multi-class classification. In the context of multi-
class classification, the model was unable to cor-
rectly predict 55 out of 65 classes that represent
distinct phobia subtypes, which is one of the limi-
tations of this research.

In the future, an in-depth exploration of multi-
class classification will be undertaken, particu-
larly in response to the observed misclassifica-
tions incurred by the investigated multi-class clas-
sification models in this study. To enhance the
BERT model’s performance in multi-class classi-
fication, both the inclusion of a diverse and bal-
anced dataset and the utilization of advanced data
augmentation techniques will be employed to im-
prove its discriminatory capabilities across various
phobia subtypes. This study holds practical rele-
vance, as it paves the way for the creation of valu-
able applications such as a chatbot for phobia de-
tection or web-based tools. These applications, if
developed, could have a substantial real-world im-
pact on individuals’ mental well-being by providing
accessible resources for comprehending and ad-
dressing their phobias.

7. Ethical Considerations

In self-reported phobia classification research, eth-
ical concerns include privacy and consent. Analyz-
ing public social media data for self-reported pho-
bia tweets risks intruding on individuals’ privacy,
potentially causing them to feel exposed or vulner-
able. Researchers must prioritize obtaining proper
consent and ensuring data anonymity to mitigate
these privacy concerns.
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