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Abstract
Large Language Models (LLMs) have made significant advancements in Natural Language Processing (NLP) by
excelling in various NLP tasks. This study specifically focuses on evaluating the performance of LLMs for Named
Entity Recognition (NER) and Part-of-Speech (POS) tagging for a low-resource language, Nepali. The aim is to
study the effectiveness of these models for languages with limited resources by conducting experiments involving
various parameters and fine-tuning and evaluating two datasets namely, ILPRL and EBIQUITY. In this work, we have
experimented with eight LLMs for Nepali NER and POS tagging. While some prior works utilized larger datasets
than ours, our contribution lies in presenting a comprehensive analysis of multiple LLMs in a unified setting. The
findings indicate that NepBERTa, trained solely in the Nepali language, demonstrated the highest performance with
F1-scores of 0.76 and 0.90 in ILPRL dataset. Similarly, it achieved 0.79 and 0.97 in EBIQUITY dataset for NER
and POS respectively. This study not only highlights the potential of LLMs in performing classification tasks for
low-resource languages but also compares their performance with that of alternative approaches deployed for the tasks.
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1. Introduction

Large Language Models (LLMs), such as BERT
(Bidirectional Encoder Representations from Trans-
formers), have revolutionized NLP by developing
the capability of understanding complex language
patterns and excelling in tasks like language gener-
ation and sentiment analysis (Vaswani et al., 2017;
Devlin et al., 2019). There is now a growing interest
in leveraging these models to benefit low-resource
and regional languages. By fine-tuning them for
specific tasks like Named-Entity Recognition(NER)
and Part-of-Speech(POS) tagging, these models
can capture unique linguistic nuances and enhance
performance, thereby supporting language preser-
vation and facilitating communication within specific
regions. Nepali, categorized as a low-resource lan-
guage within the Indic language group, employs
the Devanagari script, recognized as an abugida
which consists of 33 consonants and 11 vowels,
substantially increasing the complexity due to vari-
ous character combinations and grammatical struc-
tures (Bal, 2004). This complexity poses a chal-
lenge for large language models to understand and
adequately capture the representation of Nepali
texts. Research has been conducted lately towards
developing and fine-tuning the LLMs with an aim to
enhance language understanding and analysis for
low-resource languages like Nepali. However, this
is far from adequate, with the major issue being the
availability of data.

Despite some progress, working with low-

resource languages and fine-tuning, LLMs still
present challenges with a need to have the avail-
ability of quality linguistic resources and practical
considerations like computing resources and infras-
tructures. This study evaluates the performance
of eight LLMs: multilingualBERT (mBERT),
Multilingual DistilBERT (mDistilBERT),
NepBERTa, NepaliBERT, RoBERTa, XLM, XLM-
RoBERTa, and HindBERT-scratch for NER
and POS tagging in Nepali. Our objective is to
conduct a thorough examination of these models
and their capacity to capture linguistic nuances.
To achieve this, we fine-tuned the models on
the ILPRL and EBIQUITY datasets, assessing
their proficiency in Nepali NER and POS tagging
tasks. This research primarily seeks to explore
the capabilities of large language models when
applied to natural language processing tasks in
regional or low-resource languages.

2. Related Works

Different methods like SVM (Bam and Shahi, 2014),
HMM and Rule based (Dey et al., 2014) have been
reported to have achieved an F1 score up to 92% for
the NER task, while up to 96% F1 score has been
achieved by using SVM (Maharjan et al., 2019).
Similarly, (Singh et al., 2019) proposed a novel
architecture called BiLSTM+CNN at the grapheme-
level for the NER task. The results show that their
novel neural-based model achieved a significant im-
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provement, ranging from 33% to 50%, compared to
a feature-based SVM model. Additionally, it outper-
formed existing neural-based models developed for
languages other than Nepali, with up to a 10% im-
provement. After the pioneering research on Trans-
formers by Vaswani et al. (2017), it was demon-
strated that Transformers excel in language mod-
elling by capturing contextual data, handling long-
range dependencies, supporting transfer learning,
enabling multilingual recognition, and capturing
fine-grained tags and sequential dependencies.

Many versions of BERT (based on transformers)
like mBERT (Devlin et al., 2019), DistilBERT (Sanh
et al., 2020), RoBERTa (Liu et al., 2019), and
XLM(Cross Lingual Language Model) (Lample and
Conneau, 2019) have significant influence on NLP
with greater knowledge gathering capability from
several languages (Wu and Dredze, 2019; Pires
et al., 2019). Maskey et al. (2022) presented three
different models, DistilBERT, DeBERTa, and XLM-
RoBERTa for Nepali news text classification and
achieved the highest accuracy of 88.93% where De-
BERTa base performed best. In another study, Tim-
ilsina et al. (2022) developed NepBERTa, a BERT-
based model trained on a monolingual Nepali cor-
pus consisting of 0.8 billion words from 36 different
Nepali news portal. NepBERTa outperformed other
monolingual models such as NepaliBERT (Puda-
saini et al., 2023) as well as multilingual models like
mBERT (Devlin et al., 2019) and XLM-R base (lexis
Conneau et al., 2020), proving the fact that com-
plexity of low-resource and morphologically rich
languages like Nepali can be significantly reduced
by using these multi-lingual large language mod-
els. Similarly, Niraula and Chapagain (2022) ex-
plored different NER systems, including a rule-
based baseline, BERT-based model (BERT-bbmu),
and BLSTM-CRF models, for Nepali language NER
with BERT-bbmu demonstrating the highest F1
score of 0.85, indicating its effectiveness.

From our study of the existing literature, we have
found that a few LLMs have been employed for
experimentation with Nepali languages on various
tasks. Although the aforementioned studies show
outstanding results, they don’t necessarily incorpo-
rate a large number of LLMs in one place. Addi-
tionally, different models explored in these works
utilize different datasets which makes it difficult to
carry out a direct comparison between them.

3. Methodology

3.1. Data Collection

The ILPRL and the EBIQUITY are two differ-
ent datasets used for Named Entity Recognition
(NER) and Part-Of-Speech (POS) tagging. Both
datasets provide labelled data for NER and POS

tasks, but they differ in terms of the number of
words/sentences and the tagging schemes they
follow.

3.1.1. ILPRL Dataset

This dataset contains a sample size of over 11,000
words that have been manually annotated for NER
and POS tagging. The annotations in the ILPRL
dataset1 follow the CoNLL-2003 IOB (Inside, Out-
side, Beginning) tagging format. The IOB format is
commonly used for labelling consecutive entities in
a text. The dataset includes a collection of 11 tags
for NER and 56 tags for POS.

3.1.2. EBIQUITY Dataset

This dataset consists of 3,606 sentences with over
93,000 words. The annotations in the EBIQUITY
dataset2 follow the CoNLL formatted BIO tagging
scheme, which is another commonly used format
(Singh et al., 2019). The dataset includes a collec-
tion of 7 tags for NER and 68 tags for POS.

3.2. Dataset Preprocessing
Raw datasets require preprocessing prior to fitting
them into the model due to compatibility issues.
This involves developing a dataframe with columns
for sentence_id, words, and labels from the original
text. We employed the scikit-learn module, Labe-
lEncoder, to encode sentence_id. This encoding
assigns a unique identifier to each sentence. All the
words within the same sentence share the same
identifier. The labels column should contain NER
or POS tags, depending on the task at hand.

3.3. Model Implementation and
Fine-tuning

To implement our work, we trained the models
using the simple transformers library3 which offers
a wide range of services for NLP tasks, including
Text & Token Classification, Question Answering,
Language Modeling & Generation, to name a
few. With the support for various BERT models,
it was well-suited for our specific use case. Our
main focus was evaluating the performance of
LLMs on NER and POS tagging tasks for the
Nepali language by fine-tuning eight LLMs from
HuggingFace: multilingualBERT (mBERT),
Multilingual DistilBERT (mDistilBERT),
NepBERTa, NepaliBERT, RoBERTa, XLM, XLM-
RoBERTa, and HindBERT-scratch. All of these

1https://ilprl.ku.edu.np/
2https://github.com/oya163/nepali-ner/

blob/master/data/ebiquity/stemmed/
3https://simpletransformers.ai/docs/

installation/

https://ilprl.ku.edu.np/
https://github.com/oya163/nepali-ner/blob/master/data/ebiquity/stemmed/
https://github.com/oya163/nepali-ner/blob/master/data/ebiquity/stemmed/
https://simpletransformers.ai/docs/installation/
https://simpletransformers.ai/docs/installation/
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models employ a self-supervised masked language
modelling technique. The dataset was prepro-
cessed, split into train and test sets, and used for
training and evaluating the models individually.
With the exception of RoBERTa, HindBERT-
scratch, NepaliBERT, and NepBERTa, all
other models underwent pre-training in multiple
languages. RoBERTa focused primarily on English,
while NepaliBERT and NepBERTa exclusively
trained in Nepali. HindBERT-scratch was
specifically trained in Hindi (Joshi, 2023). We
fine-tuned these models for our tasks, without
training from scratch, while optimizing parameters
like batch size, learning rates, and epochs within
our scope of study.

3.4. Performance Metrics
F1-score (a combined measure of precision and
recall) was used to evaluate the model’s ability to
accurately capture named entities and assign POS
tags. The emphasis was on the F1 score to assess
the models’ effectiveness in achieving precise NER
and POS tagging outcomes.

In addition to F1-scores, confusion matrices were
generated to delve deeper into the models’ perfor-
mance. Each confusion matrix provides a granular
view of the models’ strengths and weaknesses, fa-
cilitating a comprehensive analysis of their perfor-
mance in NER and POS tagging tasks.

4. Experimentation

The experiments were conducted on Google Colab,
with varying parameters like learning rate, batch
size, and epochs to evaluate the models as shown
in Table 1. The experiment considered a total

Parameter Values
Batch size 4, 8, 16, 32
Learning rate 1e-3, 1e-4, 1e-5, 1e-6
Optimizer AdamW
Weight decay 0.01
Epochs 5 to 20

Table 1: Fine-tuning parameters

of four different learning rates, four batch sizes,
and a maximum of 20 epochs. For optimization,
AdamW (Loshchilov and Hutter, 2019), a special-
ized variant of the Adam optimizer designed for
training deep learning models with a weight decay
of 0.01, was employed. This weight decay value,
set at 0.01, is a common default across many deep-
learning libraries. It mitigates overfitting by intro-
ducing a regularization term into the loss function,
encouraging the model to maintain smaller weights.
Initially, the datasets were divided into an 8:2 ratio
for training and testing purposes. Within the training

data, the simple transformers library automatically
performed an additional internal split, following an
8:2 ratio, for training and validation. This internal
split was implemented to monitor the model’s per-
formance during training and to identify potential
overfitting issues. Subsequently, each model was
trained using all of these specified parameters in or-
der to determine the most optimal settings. Table 2
provides insight into the word counts within both
the training and test sets. A learning rate of 1e-4

Dataset Train & Valid Test Total
ILPRL 11067 2767 13834
EBIQUITY 75166 18792 93958

Table 2: Dataset distribution

yielded the best results in our experiments. A batch
size of 8 showed the best average performance,
while a batch size of 32 performed poorly. The
models were trained for 20 epochs on the ILPRL
dataset and 10 epochs on the EBIQUITY dataset
as there were no improvements in performance be-
yond that mark. Training the model for 5 epochs on
average yielded the best performance. The fine-
tuning process took approximately 23 hours of GPU
time. You can access the code implementation in
our github repository4.

5. Results and Discussion

Table 3 shows the F1-scores for the eight LLMs in
Nepali NER and POS tagging on ILPRL and EBIQ-
UITY datasets. The first four LLMs are trained in
multiple languages including Nepali and all of them
show promising results. However, XLM-RoBERTa
and mBERT were slightly better compared to XLM
and mDistilBERT. mDistilBERT which is a dis-
tilled or reduced version of mBERT focused mainly
on efficiency and faster inference with reduced ar-
chitecture, which can be the potential reason for
its lower score. XLM-RoBERTa excelled with F1
scores of 0.69-0.75 for NER and 0.87-0.97 for POS
tagging on ILPRL and EBIQUITY datasets respec-
tively, leveraging from its self-supervised masked
language modeling (MLM) technique that includes
dynamic masking with additional cross-lingual ob-
jectives.

On the other hand, it is apparent from the results
that NepBERTa, primarily trained in Nepali outper-
forms all other models with exceptional F1-scores of
0.76 for NER and 0.90 for POS on ILPRL, and 0.79
for NER and 0.97 for POS on EBIQUITY, demon-
strating its efficacy in capturing intricate language
nuances and contextual information. Surprisingly,

4https://github.com/bipeshrajsubedi/
LLMs-for-NER-and-POS-Tagging-in-Nepali-context

https://github.com/bipeshrajsubedi/LLMs-for-NER-and-POS-Tagging-in-Nepali-context
https://github.com/bipeshrajsubedi/LLMs-for-NER-and-POS-Tagging-in-Nepali-context
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Model ILPRL EBIQUITY
NER POS NER POS

mBERT 0.67 0.86 0.73 0.96
mDistilBERT 0.61 0.85 0.72 0.96
XLM 0.63 0.86 0.72 0.96
XLM-RoBERTa 0.69 0.87 0.75 0.97
NepBERTa 0.76 0.90 0.79 0.97
NepaliBERT 0.52 0.77 0.70 0.96
HindBERT-
scratch

0.65 0.82 0.74 0.97

RoBERTa 0.32 0.69 0.52 0.86

Table 3: Performance of the LLM models from our
experiment

despite being trained on a substantial Nepali cor-
pus, NepaliBERT falls short of expectations, de-
livering lower F1-scores on both ILPRL and EBIQ-
UITY datasets. It may be attributed to the fact that
NepBERTa was trained on a relatively large dataset
compared to NepaliBERT. Additionally, the bidi-
rectional nature of BERT-based models, incorporat-
ing information from both sides of a sentence, likely
contributes to their superior performance in tasks
such as NER and POS, which heavily rely on bidi-
rectional context. Conversely, masked language
models (MLMs) like NepaliBERT might find suit-
ability in applications where contextual knowledge
from preceding words and generalizability play a
crucial role.

Similarly, HindBERT-scratch performed rela-
tively well on Nepali NER and POS tagging tasks
although it was not able to outperform NepBERTa.
The former performed at par with different multi-
lingual LLMs which indicates its potential for exe-
cuting tasks in the Nepali language. The possible
reasons behind this could be that both Hindi and
Nepali besides sharing the same Devanagari script
also commonly share a large chunk of the technical
vocabulary. Moreover, both Hindi and Nepali are
free word order languages and follow a Subject Ob-
ject Verb (S-O-V) structure in terms of grammatical
structure at the sentence level. However, RoBERTa,
primarily trained in English faces significant chal-
lenges when applied to Nepali. The language mis-
match between training and evaluation data likely
contributes to these suboptimal results.

Notably, the POS scores tend to be higher com-
pared to the NER scores, mainly due to inconsis-
tencies in the quantity of labelled tagged data for
NER, whereas POS data exhibits more consistent
labelling. Moreover, the superior scores achieved
on the EBIQUITY dataset can be attributed to its
significantly larger data size, surpassing the ILPRL
dataset by over five times.

The analysis of NepBERTa, the best-performing
model reveals distinct patterns in classification ac-
curacy. In the NER task, the model performs better

Model/Methods Task F1
Singh et al.
(2019)

BiLSTM+CNN(G) NER 0.86

Niraula and
Chapagain
(2022)

BERT-bbmu NER 0.85

Timilsina
et al. (2022)

NepBERTa NER 0.91

Timilsina
et al. (2022)

NepBERTa POS 0.95

Maharjan
et al. (2019)

SVM NER 0.96

Table 4: Performance of the existing works

on the EBIQUITY test set compared to the ILPRL
test set. The model has higher correct classifica-
tion counts, notably for tags like B-PER, B-LOC,
and B-ORG, although some tags exhibit significant
misclassifications. Conversely, on the ILPRL test
set the model struggles with classifications, partic-
ularly for tags like B-ORG and B-PER, and shows
potential issues for I-LOC and I-ORG tags. How-
ever, the model is effective at classifying non-entity
instances (‘O’ tag) for both datasets, with greater
performance on the EBIQUITY test set among the
two. In the POS task, the model struggles with
classes like NN and JX experiencing significant
misclassifications, while others like DDM, DJX, RD,
RK, TT, YF, and YM exhibit strong classification
performance. Similarly, the ILPRL test set faces
misclassification challenges, especially with ADJ
and PP classes, although certain classes like DUM,
YB, YF, YM, and YQ consistently perform well. NN
and JJ were also classified relatively well, however
there were some instances where they were mis-
classified. These findings highlight the need for
targeted improvements in classification accuracy,
particularly for highly misclassified classes, across
both datasets.

The misclassifications observed in both POS and
NER tasks are likely influenced by the overall im-
balance in the distribution of tags in the dataset.
Some tags appear much more frequently than oth-
ers, causing the model to prioritize learning these
common tags over the less common ones. This
imbalance leads to biased predictions, where the
model struggles to accurately classify the less fre-
quent tags due to limited exposure during train-
ing. Additionally, classes with very few instances
in the test data may not provide enough informa-
tion for the model to learn accurate representa-
tions, leading to inappropriate classification. These
issues underscore the importance of addressing
class imbalance, ensuring adequate representation
for all tags, and developing strategies to handle
complex patterns effectively in order to enhance
classification accuracy. The analysis is based on
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insights obtained from confusion matrices available
in the GitHub repository associated with this project.
These matrices offer a detailed understanding of
classification performance in both NER and POS
tasks for ILPRL and EBIQUITY datasets. Due to
their large size, they are not included in the paper.

Table 4 presents the performance of some of
the existing works and it is evident that the NER
F1 scores in our research are lower than those
reported in previous studies. A key reason for
this difference lies in the language-specific chal-
lenges posed by the Nepali language, including
the diversity of named entities and the scarcity of
labelled data. While our study evaluates the per-
formance of eight different LLMs, it suggests that
LLMs don’t consistently outperform shallow learn-
ing algorithms like SVM or hybrid models like BiL-
STM+CNN in low-resource languages like Nepali.
However, the potential of LLMs is underscored by
the work of Timilsina et al. (2022), achieving high
NER and POS scores, though not surpassing Ma-
harjan et al. (2019) results. Our research confirms
NepBERTa’s exceptional performance, specifically
designed for Nepali, outperforming other LLMs.

6. Conclusion and Future Works

In this paper, we have fine-tuned and evaluated the
large language models, particularly BERT variants
for NER and POS tagging using the ILPRL and
EBIQUITY datasets. The results suggested that
NepBERTa performed best whereas RoBERTa per-
formed the least among all the models tested. Our
experiments also validate NepBERTa’s effective-
ness in achieving superior NER and POS results
for Nepali, but other approaches remain equally
capable. From this study, it can be suggested that
large language multilingual models show promising
results for NER and POS tagging in low-resource
languages like Nepali especially if they are trained
on Nepali corpus. The results indicate improved
performance in language processing tasks for such
models, highlighting their potential. Additionally, al-
ternative approaches like BiLSTM+CNN, SVM, and
rule-based methods prove to be highly effective
and should not be underestimated in their capacity
to perform such tasks efficiently. However, it is also
important to note the limitations of this study. For fu-
ture enhancements, we recommended incorporat-
ing larger and more diverse datasets, optimising hy-
perparameters, exploring different large language
models, investigating transfer learning techniques,
evaluating domain-specific texts, and extending the
research to other low-resource languages.

7. Limitations

There are certain limitations that might affect the
validity and applicability of the findings. One such
limitation is the limited size of the datasets used,
which could affect the models’ performance, result-
ing in incomplete representations and difficulties
in handling diverse inputs. Additionally, due to re-
source constraints, the fine-tuning process was
constrained, potentially limiting the models’ learn-
ing capacity. Although the investigation focused on
popular BERT variants, the inclusion of other large
language models could have provided further in-
sights. Furthermore, we did not attempt to replicate
the results from existing studies, which could have
facilitated a more equitable and precise compari-
son. It is important to note that the models may not
perform uniformly across all input types, particularly
when encountering new or domain-specific texts.
Hence, when interpreting the results for real-world
applications, these limitations should be consid-
ered.
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