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Abstract
Few-shot NER aims to identify entities of target types with only limited number of illustrative instances. Unfortunately,
few-shot NER is severely challenged by the intrinsic precise generalization problem, i.e., it is hard to accurately
determine the desired target type due to the ambiguity stemming from information deficiency. In this paper, we
propose Superposition Concept Discriminator (SuperCD), which resolves the above challenge via an active learning
paradigm. Specifically, a concept extractor is first introduced to identify superposition concepts from illustrative
instances, with each concept corresponding to a possible generalization boundary. Then a superposition instance
retriever is applied to retrieve corresponding instances of these superposition concepts from large-scale text corpus.
Finally, annotators are asked to annotate the retrieved instances and these annotated instances together with original
illustrative instances are used to learn FS-NER models. To this end, we learn a universal concept extractor and
superposition instance retriever using a large-scale openly available knowledge bases. Experiments show that
SuperCD can effectively identify superposition concepts from illustrative instances, retrieve superposition instances
from large-scale corpus, and significantly improve the few-shot NER performance with minimal additional efforts.
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1. Introduction

Few-shot named entity recognition (FS-NER) aims
to detect and classify named entity from text with
only a few illustrative instances. FS-NER is appeal-
ing for open-domain NER which contains various
unforeseen types and very limited examples, and
therefore has attached great attention in recent
years (Fritzler et al., 2019; Yang and Katiyar, 2020;
Ding et al., 2021; Huang et al., 2021).

Even with rapid progress, FS-NER faces severe
intrinsic precise generalization challenge which
is ignored by previous literature. Given only a few
illustrative instances, it is frequently impossible to
accurately determine what the desirable target en-
tity type is. As a result, the learned FS-NER mod-
els often suffer from over-generalization or under-
generalization. Figure 1 shows an illustrative ex-
ample. Given two illustrative instances “Fei-Fei
Li works in [Stanford University].” and “[Peking
University] is located in Beijing.”, we are unable
to determine the target entity type is University,
EduIns(Educational institution), ResIns(Research
institution) or Organization. Consequently, if the
target entity type is EduIns, a learned FS-NER
model may unpredictably over-generalize to Orga-
nization or ResIns, it may also under-generalize
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Figure 1: Examples of the precise generaliza-
tion challenge. The underline indicates the an-
notated entity mentions. Given only the illustrative
instances, the desired target type may be Univer-
sity, Educational institution, Research institution
or Organization. Discriminating superposition con-
cepts like High school, Academy of sciences and
Sports organization helps determine what the de-
sirable target entity type is.

to University. Note that precise generalization is
a task-intrinsic challenge of FS-NER because it
can not be addressed by designing better model
architecture without introducing additional accurate
generalization knowledge.

The key to resolving the precise generalization
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Figure 2: Overview of SuperCD. The underline indicates the annotated entity mentions. SuperCD
first extract sets of superposition concepts and then retrieve corresponding instances. Finally, by
annotating that Inderkum High School is the target type while NAE (Research institution) and WTA
(Sports organization) is not and using these instances to learn model, the generalization knowledge is
injected into the FS-NER model.

challenge is to provide information about critical
superposition concepts, which refers to the con-
cepts that are associated with some common con-
cepts entailed in illustrative instances. Without
explicit declaration, instances of superposition con-
cepts can both be or not be regarded as congener
of illustrative instances. As a result, the target
entity type can not be clarified unless providing suf-
ficient measurement on these superposition con-
cepts. For the example in Figure 1, HSchool (High
school), AcademySci (Academy of sciences) and
SportsOrg (Sports organization) are superposition
concepts. On one hand, if we know that HSchool is
part of the desirable type, we can avoid the under-
generalization because we know that University is
not the accurate target type. On the other hand, if
we know that AcademySci and SportsOrg are not a
desirable concepts, we can avoid over-generalizing
to ResIns and Organization. As a result, a precise
EduIns recognizer can be learned only by provid-
ing additional information about HSchool, Acade-
mySci and SportsOrg. Unfortunately, accurately
providing information about superposition concepts
is very challenging due to the limited annotation
budget and the unpredictable scale of potential
superposition concepts. Consequently, simply an-
notating more instances is not only expensive but
can not guarantee that the additionally-annotated
instances can cover the superposition concepts
that need to be measured. Therefore, how to iden-
tify critical superposition concepts and providing
the information to FS-NER models with minimal
additional efforts poses a huge challenge to FS-
NER.1

In this paper, we propose Superposition Con-
cept Discriminator (SuperCD), which resolves the
above-mentioned challenge in an active learn-
ing (Lewis and Catlett, 1994; Settles, 2009; Shen
et al., 2018; Zhou et al., 2021) paradigm. Figure 2

1Only minimal additional instances (based on the
number of types) will be provided, and therefore, we call
our work few-shot NER.

shows the overall framework of SuperCD. The main
idea behind SuperCD is to introduce an elimination-
based approach to identify sets of superposition
concepts and leverage an instance retriever to find
instances corresponding to superposition concepts
from a large-scale text corpus. Annotators are
then asked to annotate the retrieved instances
and these annotated instances and original illustra-
tive instances are used to learn FS-NER models.
In this way, the high-value precise generalization
knowledge entailed in the additional annotated in-
stances can be injected into the FS-NER models.
Specifically, to accurately identify the superposi-
tion concepts, we introduce a Concept Extractor
(CE), and to retrieve instances of superposition
concepts that need to be annotated, we introduce
a Superposition Instance Retriever (SIR). Specifi-
cally, given a few illustrative instances of the target
entity type, CE is first applied to extract the com-
mon concepts entailed in the illustrative instances.
Then sets of superposition concepts are obtained
based on an “A but not B” manner, in which the
concept is part of concept A but not concept B. For
the example in Figure 1, common concepts Univer-
sity, Educational institution, Research institution
and Organization are first extracted, and then su-
perposition concepts like “University but not Edu-
cational institution” (which includes High school),
“Research institution but not Educational institution”
(which includes Academy of sciences), “Organiza-
tion but not Educational institution” (which includes
Sports organization) and “University but not Orga-
nization” will be constructed. After that, SIR will
retrieve a certain number of instances of super-
position concepts to be annotated from a large-
scale text corpus based on the budgets. To equip
CE with the ability of extracting universal concepts
and SIR with the ability of instance retrieval, we
learn CE and SIR on large-scale, easily accessible
web resources (Chen et al., 2022), which contains
56M sentences with more than 31K concepts from
Wikipedia and Wikidata.
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We conduct experiments on 5 few-shot NER
benchmarks with different granularity. Experiments
show that SuperCD significantly outperforms base-
lines and other active learning approaches under
the same annotation budgets. Furthermore, Su-
perCD can effectively identify and discriminate su-
perposition concepts. These demonstrate the ef-
fectiveness of SuperCD.2

Generally speaking, the contributions of this pa-
per are:

• We identify the precise generalization chal-
lenge which is a task-intrinsic of few-shot NER
and is ignored by previous literature.

• We propose to resolve the precise generaliza-
tion challenge by discriminating superposition
concepts and propose an “A but not B” manner
to identify superposition concept set.

• We propose Superposition Concept Discrimi-
nator (SuperCD), an active learning framework
that injects generalization knowledge to FS-
NER models by requiring annotators to pro-
vide a minimal number of additional annotated
instances of superposition concepts.

2. Related work

Few-shot NER. Previous works of FS-NER fo-
cused on better learning strategy and model ar-
chitecture. Metric-based methods(Snell et al.,
2017) are common on many FS-NER bench-
marks with different structures like prototype net-
work (Fritzler et al., 2019; Tong et al., 2021; Wang
et al., 2022b; Ji et al., 2022; Wang et al., 2022a)
and nearest neighbor network (Yang and Kati-
yar, 2020). Prompt-based methods are promising
for FS-NER (Cui et al., 2021; Liu et al., 2022a;
Ma et al., 2022b), which fully exploit the knowl-
edge of pre-trained language models. Different
learning strategies like contrastive learning(Das
et al., 2022), meta learning (Li et al., 2020b,a;
de Lichy et al., 2021; Ma et al., 2022c) and self-
training (Huang et al., 2021; Wang et al., 2021b)
have been used to improve FS-NER. Recently,
label semantics like type name and description
is proved to be effective for FS-NER (Hou et al.,
2020; Wang et al., 2021a; Ma et al., 2022a; Chen
et al., 2022; Yang et al., 2022; Lee et al., 2022),
but it is difficult to obtain the description or type
name accurately. Different from previous works, we
focus on the task-intrinsic precise generalization
challenge of FS-NER which cannot be addressed
by designing better learning strategy or model ar-
chitecture without introducing more generalization
knowledge.

2The code this paper: https://github.com/
chen700564/supercd.

Active learning NER. For NER, most of the
previous active learning methods are uncertainty
sampling (Shen et al., 2018; Huang et al., 2018;
Agrawal et al., 2021; Sapci et al., 2021; Zhou et al.,
2021; Liu et al., 2022b), i.e., selecting the instances
to be annotated based on the uncertainty scores.
In addition, other related work considers data se-
lection by multi-criteria (Shen et al., 2004; Kim,
2020; Nguyen et al., 2022),annotation cost (Wei
et al., 2019) etc. Different from previous works,
we focus on few-shot scenarios with extremely lim-
ited budgets. Furthermore, the proposed SuperCD
aims to introduce the generalization knowledge to
FS-NER models by annotating minimal instances
of superposition concepts for model training, which
is different from previous works like uncertainty
sampling methods.

3. Superposition Concept
Discriminator

As we mentioned above, it is impossible to tackle
the precise generalization challenge based only
on the knowledge entailing in given few-shot in-
stances. As a result, it is necessary to introduce
additional instances to measure superposition con-
cepts. Therefore, the main challenge here is how to
identify superposition concepts and produce high-
value instances for sufficient supervision with mini-
mum annotation efforts. To this end, we propose
Superposition Concept Discriminator (SuperCD),
an active learning-based framework for FS-NER.
The overall architecture of SuperCD is shown in
Figure 2. Specifically, given a few illustrative in-
stances of the novel type, SuperCD first uses a
concept extractor to extract the common concepts
entailed in the illustrative instances. Then super-
position concept sets are constructed based on an
“A but not B” manner. After that, a Superposition
Instance Retriever is applied to identify instances
of each superposition concepts sets from large-
scale raw corpus. Finally, annotators are asked
to annotate superposition instances according to
budget and all annotated and illustrative instances
are used to learn few-shot NER models. In the fol-
lowing, we will first describe some critical concepts,
and then illustrate each component of SuperCD.

3.1. Definition of Superposition Concept

In this paper, we use the term concept to refer to
a specific generalization of entity mentions, e.g.,
city, human settlement, location, etc. Note that
concepts here are universal, which may be or not
be an entity type of a specific FS-NER task. In
this paper, We collect 30k concepts from objects
of “Instance-of” and “Subclass-of” relations in Wiki-
data.

https://github.com/chen700564/supercd
https://github.com/chen700564/supercd
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We use the term superposition concept to re-
fer to the concept that is associated with some
common concepts entailed in illustrative instances.
Without additional information provided, an in-
stance of superposition concept can both be or not
be regarded as congener of illustrative instances,
and therefore the target entity type can not be clar-
ified unless providing sufficient measurement on
these superposition concepts. For the example in
Figure 1, High school serves as a superposition
concept because discriminating them is necessary
to determine whether the target type is University
or Educational institution. Unfortunately, due to the
large scale of concepts and their compositions, it
is very difficult to accurately recognize all super-
position concepts for each FS-NER task. But in
the following section, we will describe how we ob-
tain the set of superposition concepts using the
proposed concept extractor of SuperCD.

Without additional information, it is unclear
whether an instance of the superposition concept
should be considered as a congener of illustrative
instances. Therefore, the target entity type can-
not be determined without sufficient measurement
on these superposition concepts. In Figure 1, for
example, High school serves as a superposition
concept because distinguishing it is necessary to
determine whether the target type is University or
Educational institution. Unfortunately, accurately
recognizing all superposition concepts for each FS-
NER task can be challenging due to the large scale
of concepts and their compositions. However, in
the following section we will describe how we ob-
tain the set of superposition concepts in SuperCD.

3.2. Superposition Concept Extraction

As we mentioned above, the main challenge for
precise few-shot NER is how to identify the super-
position concepts and how to provide additional
knowledge about these superposition concepts to
FS-NER models.

Unfortunately, it is impractical to directly recog-
nize all superposition concepts due to the large
amount of concepts in real world. In this paper,
instead of directly identifying each superposition
concept, we propose to construct sets of superpo-
sition concepts using an elimination-based method.
Figure 3 shows an illustration of the entire super-
position concept extraction procedure. Specifically,
we first introduce a concept extractor, which can
generalize illustrative instances into their common
concepts. Then the superposition concepts are
covered in the different sets of these common con-
cepts.

Formally, given a few illustrative instances
x1, x2, ..., xn, the concept extractor will first gener-
alize each instance xi into its corresponding univer-
sal concepts using a sequence-to-sequence con-

Illustrative instances
Fei-Fei Li works in Stanford University.

Peking University is located in Beijing.

Superposition

concept set

Educational institution but not University

University but not Organization

Research institution but not Educational institution 

……

Stanford University is private university, …

Stanford University [SEP] Fei-Fei Li works ….

Decoder

Common concepts of Type: University, 

Educational institution, Organization, Research 

institution, service provider,…

Superposition 

Concept Set 

Generator

A but not  B manner
A: Educational institution B: University

A: University B: Organization

A: Research institution B: Educational institution

…..

Concept Extractor

Encoder

Peking University is public university,…

Peking University. [SEP] Peking University is …

Figure 3: The process of superposition concept
extraction. Sets of superposition concepts are con-
structed through the concepts of few-shot illustra-
tive instances with the “A but not B” manner.

cept extraction model (Chen et al., 2022). The
model takes illustrative instances xi with an an-
notated entity mention as input, and outputs the
corresponding universal concepts:

Ci = CE(xi) (1)

where Ci = {ci1, ci2, ..., cik} is the possible gener-
alized concepts of illustrative instance xi. Then
we collect concepts generated from all illustra-
tive instances, and regards concepts with high
appearing frequencies as the common concepts
of these few-shot instances. For example, given
two illustrative instances in Figure 1, concept ex-
tractor will extract University, Educational institu-
tion, Research institution as the common concepts.
We use C∗ = {c∗1, c∗2, ..., c∗m} to represents the ex-
tracted common concepts.

After that, we obtain sets of superposition con-
cepts using an elimination-based method in an “A
but not B” manner. Specifically, sets of superpo-
sition concepts are represented as “c∗i but not c∗j ”.
For example, given the common concepts {Univer-
sity, Educational institution, Research institution,
Organization}, superposition concept sets like “Ed-
ucational institution but not Organization”, “Organi-
zation but not University” and “Educational institu-
tion but not University” will be constructed, and the
superposition concepts High school, Academy of
sciences and Sports organization can be covered
by the former sets respectively. In this way, we
can obtain the superposition concept sets without
knowing the exact superposition concepts.

3.3. Superposition Instance Retrieval

Given sets of superposition concepts, another chal-
lenge to resolve the precise generalization issue is
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how to discriminate them and inject the information
into FS-NER models. One promising approach is
to annotate a minimal number of instances of these
superposition concepts, and directly uses them to
learn FS-NER models. Therefore, it is necessary
to accurately retrieve instances corresponding to
superposition concepts from a large-scale corpus.

To this end, we design Superposition Instance
Retriever (SIR), a dense retrieval architecture
which regards the utterance of sets of superpo-
sition concepts as query, and retrieves texts con-
taining such instances from the corpus. Formally,
given a text piece x in large-scale corpus and all
superposition concept sets of the target entity type,
we first construct superposition concept set queries
by combining all sets with the same excluded con-
cept. That is, the queries are in the form of q =
“c∗k|c∗1, ..., c∗k−1, c

∗
k+1, ..., c

∗
m”, which represents that

we want the retrieve instances of concept sets like
“c∗1 but not c∗k”, “c∗2 but not c∗k” at the same time.
Then the superposition instance retriever will first
encode the query and text into dense representa-
tions using a deep neural network model respec-
tively:

x = SIR(x),q = SIR(q) (2)

After that, the confidence score sx,q indicating the
text piece containing a mention of superposition
concepts in the set is calculated by:

sx,q = x ◦ q (3)

where ◦ is inner product. We then iteratively select
instances of each query with highest confidence
scores as the candidate superposition instances to
annotate. If the number of queries larger than the
annotation budget, we will order the queries based
on the frequencies of the excluded concept.

Finally, annotators are asked to annotate the
instances retrieved from SIR. Then additional an-
notated instances and original illustrative instances
are used to learn FS-NER models. In this way,
the high-value precise generalization knowledge
entailed in the additional annotated instances can
be injected to the FS-NER models.

4. Learning CE and SIR

To equip Concept Extractor with ability of extract-
ing universal concepts and Superposition Instance
Retriever with ability of instance retrieval, we learn
them on large-scale, easily accessible Wikipedia
and Wikidata. For CE, we follow SDNet (Chen
et al., 2022) to learn the ability to extract concepts
from texts. For SIR, we train it through a contrastive
learning paradigm.

Location

Park

GPE

[Yellowstone National Park] is an American national park.

…

Target superposition concept

Country

City

…

Excluded concept

“GPE | Location, Country, …”
Query

Figure 4: An example of query generation in
dataset construction.

4.1. Learning Concept Extractor

Concept extractor is a sequence-to-sequence
model which maps the input instances into their
corresponding concepts. In this paper, we leverage
the dataset constructed by Chen et al. (2022) to
train concept extraction. The dataset contains 56M
instances in the form of text-to-concepts parallel
sequences, which can be directly used to learn the
ability of concept extraction.

4.2. Learning Superposition Instance
Retriever

To equip SIR with the ability of instance retrieval,
we construct large-scale query-text pairs from
Wikipedia and Wikidata, and leverage a contrastive
learning paradigm to learn the retrieval model.
Specifically, we regard all sentences in Wikipedia
with anchor words to Wikidata items as training in-
stances. We first randomly sampled a correspond-
ing type from a positive instance in Wikidata as
the target superposition concept. Then, the ex-
cluded concept in the query is selected from the
siblings of target concept, and the remaining con-
cepts in the query are sampled from ancestors and
descendants of the excluded concept. For exam-
ple in Figure 4, given an instance “[Yellowstone
National Park] is an American national park.” and
the target concept Park is first sampled, we then
random choose a sibling concept GPE as the ex-
cluded concept and the remaining concepts in the
query contain Location, Country, etc. After that,
for each query, we will sample two kinds of nega-
tive instances, including instances of the excluded
concept and randomly sampled instances does not
satisfy the query condition. Finally, the dataset con-
tains 10M query and positive instance pairs, where
each pair contains about 200 negative instances.

After obtaining the dataset, we propose to use a
contrastive learning paradigm to train SIR. Specifi-
cally, given a query q, a positive instance x(+) and
several negative instances X− = {x(−)

1 , . . . , x
(−)
N },

SIR is learned by optimizing the following loss func-
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Vanilla Random ALPS BERT-KM Vote-k SuperCD

WNUT17

BERT 27.53 29.06 26.34 28.62 27.92 34.16
StructShot (Yang and Katiyar, 2020) 30.40 33.64 33.57 34.58 33.56 34.74
NSP (Huang et al., 2021) 34.20 43.67 40.15 40.69 39.97 44.36
CONTaiNER (Das et al., 2022) 32.50 35.23 35.23 35.14 34.81 36.77
SDNet (Chen et al., 2022) 44.10 45.07 44.87 44.93 43.03 45.63

WNUT16

BERT 26.65 35.04 31.93 30.65 34.34 37.22
StructShot (Yang and Katiyar, 2020) 31.63 32.72 33.15 34.25 33.19 34.80
NSP (Huang et al., 2021) 38.40 42.26 42.06 43.14 42.02 45.09
CONTaiNER (Das et al., 2022) 31.07 32.30 32.53 33.80 32.97 35.52
SDNet (Chen et al., 2022) 47.29 49.89 49.98 50.67 49.68 50.72

CoNLL

BERT 67.88 73.86 74.20 73.26 70.54 74.42
StructShot (Yang and Katiyar, 2020) 74.80 76.63 76.74 77.22 78.75 77.52
NSP (Huang et al., 2021) 61.40 76.21 75.25 76.15 74.50 77.97
CONTaiNER (Das et al., 2022) 75.80 78.18 78.76 79.22 80.09 80.17
SDNet (Chen et al., 2022) 71.40 75.88 74.88 74.99 76.15 76.17

ACE05

BERT 62.66 65.77 68.19 65.84 65.06 68.23
StructShot (Yang and Katiyar, 2020) 50.63 51.40 51.84 53.37 50.83 53.73
NSP (Huang et al., 2021) 63.73 67.29 66.82 67.10 66.56 68.23
CONTaiNER (Das et al., 2022) 64.12 65.63 66.74 65.04 65.98 67.68
SDNet (Chen et al., 2022) 64.78 69.43 70.99 70.03 69.44 71.68

AVE 50.05 53.96 53.71 53.93 53.47 55.74

Table 1: Micro-F1 scores of 5+5-shot FS-NER on test set. Vanilla indicates that the model is trained
using the initial illustrative data. The annotated budget is 5 sentences for each type. AVE are the average
scores of these datasets and few-shot NER models.

tion:

L(q, x+, X−) = − log
e
s
x+,q

e
s
x+,q +

∑N
i=1 e

s
x
−
i

,q
(4)

5. Experiments

It is important to note that SuperCD does not aim
to achieve state-of-the-art results in FS-NER, but
rather to solve the intrinsic precise generalization
challenge. Previous FS-NER methods can lever-
age our approach to improve their performance.
In addition, SuperCD is a model-agnostic active
learning method that can be universally applied to
all types of FS-NER models.

5.1. Settings

Active learning setting. Unlike previous active
learning settings (Shen et al., 2018; Sapci et al.,
2021), this paper employs an extremely limited bud-
get setting that is consistent with the few-shot goal.
Specifically, we assume that the budget is related
to the number of target type, and at most M ×N
sentences can be annotated (N is the number of
target entity types). In a K-shot few-shot setting,
active FS-NER will be in a K+M-shot configuration.
For each FS-NER dataset, we conduct main exper-
iments on 5+5-shot setting. Following Huang et al.
(2021), we sample k sentences from the training
set to construct initial illustrative instances of each
target type in k-shot setting, and the remaining sen-
tences in the training set are used as the unlabeled
corpus for active learning. We sample 10 different

sets of the illustrative instances. We evaluate the
model on the test set with the metric of the average
micro-f1 over the 10 runs.

Datasets. We conducted experiment on 4 few-
shot NER datasets with different granularity: 1)
WNUT17 (Derczynski et al., 2017); 2) ACE20053,
we use the ACE05-E processed by Wadden et al.
(2019) and Lin et al. (2020); 3) CoNLL2003 (Sang
and Meulder, 2003); 4) WNUT16 (Strauss et al.,
2016). WNUT17, ACE2005, CoNLL focus
on coarse type like location and organization.
WNUT16 focus on fine type like company.

Baselines. To verify the universality of the pro-
posed method, we conduct experiments on five
different FS-NER models in three different types:
1) Linear classifier-based FS-NER models, includ-
ing BERT (base-uncased) (Devlin et al., 2019)
and noising supervised pre-trained RoBERTa
(NSP) (Huang et al., 2021); 2) metric-based FS-
NER models, including StructShot (Yang and Kati-
yar, 2020) and CONTaiNER (Das et al., 2022); 3)
generative FS-NER model, SDNet (Chen et al.,
2022). For StructShot and CONTaiNER, we pre-
train BERT using OntoNotes as described in
the original papers. Due to the varied architec-
tures, logits-based active learning methods like En-
tropy (Sapci et al., 2021) cannot be directly applied
for all these models. Hence, we primarily evaluate
model-agnostic universal active learning methods.

3https://www.ldc.upenn.edu/
collaborations/past-projects/ace

https://www.ldc.upenn.edu/collaborations/past-projects/ace
https://www.ldc.upenn.edu/collaborations/past-projects/ace
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Additionally, in Section 5.3, we compare SuperCD
with logits-based active learning methods using
specific FS-NER models.

We compared SuperCD with universal active
learning approaches for all FS-NER models: 1) ran-
dom sampling (Random), which selects sentences
from unlabeled corpus randomly; 2) Diversity sam-
pling BERT-KM (Yuan et al., 2020), which selects
diversity sentences based on feature space; 3)
ALPS (Yuan et al., 2020), which combines the
uncertainty and diversity to select sentences. 4)
Vote-k (SU et al., 2023)4, which selects diverse,
representative instances for annotation.

5.2. Main Results

The experimental results are shown in Table 1. We
can see that:

1) SuperCD can effectively improve the per-
formance of FS-NER by retrieving high-value
instances. Compared with the vanilla models, Su-
perCD improves the performance by 11.4%, and
compared with random sampling baselines, Su-
perCD improves the performance by 3.3%, which
indicates that instances retrieved by SuperCD are
high-value and can significantly improve perfor-
mance on FS-NER.

2) Discriminating superposition concepts is
helpful to resolve precise generalization chal-
lenge. Compared with best active learning base-
lines, SuperCD improves the performance by 3.4%,
which shows that precise generalization challenge
is not the problem of identifying boundary or diver-
sity cases which is a concern in traditional active
learning methods, and therefore other active learn-
ing approaches cannot be used to resolve precise
generalization challenge directly.

3) SuperCD is a universal method for FS-
NER. SuperCD performs well on datasets of vary-
ing granularity. Additionally, it is a model-agnostic
method that performs well on FS-NER models with
different architectures.

WNUT17 WNUT16 AVE
BERT NSP BERT NSP

FT-BERTKM (Yuan et al., 2020) 30.37 39.99 33.26 41.58 36.30
EnTropy (Sapci et al., 2021) 32.04 42.19 37.34 45.00 39.14
Badge (Ash et al., 2020) 31.38 44.33 35.14 41.02 37.97
CAL (Margatina et al., 2021) 33.96 39.70 32.23 42.61 37.13
SuperCD 34.16 44.36 37.22 45.09 40.21

Table 2: The result of logits-based active learning
methods. We conduct 5+5-shot setting.

4We conduct the fast vote-k since because it can
achieve similar performance to vote-k while being more
computationally efficient.

Figure 5: The micro-F1 scores of BERT on entities
with unseen concepts in the test set.
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Figure 6: The relative frequency distributions of
concepts for few-shot illustrative instances, the an-
notated instances by SuperCD and entire training
set instances in Location of WNUT17.

(a) WNUT17. (b) WNUT16.

Figure 7: Performances under different annotated
budgets. We use BERT-KM to represent the base-
line method.

5.3. Comparing SuperCD and
logits-based methods.

To further validate the effectiveness of Su-
perCD, we conduct logits-based active learning
methods as additional baselines: including En-
tropy (Sapci et al., 2021), fine-tuned BERT-KM
(FT-BERTKM) (Yuan et al., 2020), Badge (Ash
et al., 2020) and CAL (Margatina et al., 2021).
The result is shown in Table 2. We can see that
SuperCD can achieve better or competitive perfor-
mance across datasets of varying granularity. In
addition, we found that for coarse-grained dataset
WNUT17, SuperCD provides more significant per-
formance improvements than fine-grained dataset
WNUT16. This is because fine-grained datasets
suffer from a lower risk of under-generalization and
the main problem arises from over-generalization.
In contrast, coarse-grained datasets suffer from
both over-generalization and under-generalization,
and therefore SuperCD achieves a more significant
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WNUT17

Target types Common concepts of illustrative instances Entities in samples from SuperCD

Location City, Country, Human settlement,
Educational insititution, Location......

Glenveagh national park → park
UNF Arena → arena

Test text . . . . places such as <location>Siachen Glacier</location> are . . .

Vanilla . . . . places such as Siachen Glacier are provided with the . . . .
SuperCD (ours) . . . . places such as <location>Siachen Glacier</location> are . . .

WNUT16

Target types Common concepts of illustrative instances Entities in samples vetoed by SuperCD

company Organization, Company, Website,
Social networking service, Business,......

NRSC → government agency
Stanford→ university

Test text FBI hack : ex-special agent says those responsible ...

Vanilla <company>FBI</company> hack : ex-special agent says those responsible ...
SuperCD (ours) FBI hack : ex-special agent says those responsible ...

Table 3: Cases from WNUT17 and WNUT16. For WNUT17, the vanilla BERT is under-generalized and
cannot recognize “Siachen Glacier” as Location. For WNUT16, the vanilla BERT is over-generalized and
misidentifies “FBI” as Company. Note that “Siachen Glacier” and “FBI” are not in the instances retrieved
by SuperCD.

improvement.

5.4. Effectiveness of identifying
superposition concepts

To further validate the effectiveness of SuperCD,
we evaluate the performance of BERT on entities
in the test set that contain concepts not seen in the
initial illustrative instances. The result is shown in
Figure 5. We can see that: 1) Compared to the
performance on the full test set, entities with un-
seen concepts perform significantly worse, which
reflects the difficulty of the model to learn accurate
generalization of the relevant concept by a few illus-
trative instances, demonstrating the impact of the
precise generalization challenge in FS-NER; 2) Su-
perCD can alleviate the problem by discriminating
the superposition concepts. Compare with base-
lines, SuperCD can significantly improve the per-
formance on entities with unseen concepts, which
verifies that retrieved instances play an important
role in the performance improvement of FS-NER.

The above conclusions reveal that SuperCD can
effectively identify superposition concepts. We
further illustrate this by analyzing the relative fre-
quency distributions of concepts in illustrative in-
stances and annotated instances from SuperCD.
We take location in WNUT17 as an example and
the result is shown in Figure 6. Since the distribu-
tion of entire instances is long-tailed, few-shot illus-
trative instances contain only a few tailed concepts,
which makes it difficult in precise generalization. In
contrast, instances retrieved by SuperCD contains
many tailed concepts which are high-value super-
position concepts and cannot be accessed by sim-
ply sampling more instances. This demonstrates
that SuperCD can effectively identify superposition
concepts.

5.5. Effectiveness of SuperCD w.r.t.
Annotation Budgets

To further validate the effectiveness of SuperCD,
we evaluate the performance of BERT under dif-
ferent budget scenarios, i.e., annotating instances
from 5 to 20 for each type and we also conduct 1+5-
shot setting. The result is shown in Figure 7, we
can see that 1) SuperCD works well under different
budget scenarios, which indicates that SuperCD is
a promising active learning framework for FS-NER.
2) SuperCD outperforms the baseline approach,
which indicates that the instances of superposition
concepts help FS-NER models determine what the
target entity type is.

6. Case study

We illustrate the effectiveness of SuperCD by
some cases shown in Table 3. For coarse-grained
dataset WNUT17, when the common concepts of
illustrative instances are concepts like City and
Country, vanilla BERT fails to recognize “Siachen
Glacier” as Location. This indicates that the model
is under-generalized and has difficulty in determin-
ing whether Glacier is part of the target type. In
contrast, SuperCD discriminates the superposition
concepts by annotating some instances of Park
and Arena. In this way, the FS-NER model can
understand the scope of the target type better and
avoid under-generalization.

For fine-grained dataset WNUT16, when the tar-
get type is Company, vanilla BERT misidentifies
“FBI” as it. Note that the concepts of “FBI” contain
some common concepts of illustrative instances
such as Organization. This indicates that the
model over-generalize Company to Organization.
In contrast, SuperCD retrievals entity mentions
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of superposition concepts University and Govern-
ment agency. These superposition concepts are
vetoed as the corresponding entity mentions are
not annotated as target types. By learning from
additional instances of superposition concepts, the
FS-NER model can understand that the target type
is not Organization and avoid over-generalization.

7. Conclusion

In this paper, we propose Superposition Concept
Discriminator for FS-NER which resolves the pre-
cise generalization challenge by requiring anno-
tators to annotate minimal additional high-value
instances of superposition concepts. We learn the
import components of SuperCD – Concept Extrac-
tor and Superposition Instance Retriever through
large-scale, easily accessible web resources. Ex-
periments on 5 datasets show that SuperCD is
effective. For future work, we will extend superposi-
tion concepts and SuperCD to other few-shot tasks
like object detection and event detection.

8. Limitations

SuperCD is an active learning algorithm, there-
fore currently human annotators are still needed,
although there are very limited instances to anno-
tate. Furthermore, the performance of SuperCD
may be influenced by error propagation from the
Concept Extractor and the Superposition Instance
Retriever. For instance, the concept coverage of
Concept Extractor may influence the performance
of SuperCD, which can be improved by introducing
more knowledge to learn Concept Extractor.
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