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Abstract
This study introduces a novel multimodal corpus for expressive task-based spoken language and dialogue, focused on
language use under frustration and surprise, elicited from three tasks motivated by prior research and collected in an
IRB-approved experiment. The resource is unique both because these are understudied affect states for emotion mod-
eling in language, and also because it provides both individual and dyadic multimodally grounded language. The study
includes a detailed analysis of annotations and performance results for multimodal emotion inference in language use.
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1. Introduction

Human emotional expressions are often subtle in
language interactions (Yitzhak et al., 2017). They
are influenced by many factors, such as sociocul-
tural norms, interpersonal roles, and the situation
in which the discourse occurs (Keltner et al., 2019;
Parkinson et al., 2005), and they involve ambiguity
in expression or interpretation (Alm, 2011). This
poses challenges for eliciting emotional language
and also for modeling non-acted emotional lan-
guage, which contrasts with exaggerated expres-
sions obtained from controlled conditions such as
scripted or improvisational acted dialogues (Zeng
et al., 2009), whose characteristics do not gener-
alize to nuanced, real-world language. In addition,
there is a need for emotional language corpora cap-
turing non-basic emotions and non-acted dialogue
(Alm, 2022). Addressing this gap, we introduce a
new multimodal corpus for expressive task-based
spoken language and dialogue, focused on frus-
tration and surprise reactions – two understudied
emotions which are of particular importance for
human-computer teaming and interaction, yet chal-
lenging to elicit or characterize. For instance, in
elicitation, it is usually not possible to be surprised
more than once by repeated stimuli (Niepel et al.,
1994; Shea et al., 2018), and frustration may com-
bine with other emotions having incongruent polar-
ities, such as with amusement, perhaps to release
tension arising from frustration (Morreall, 1982).

This study1 is valuable because surprise and
frustration are understudied for emotion modeling
in language, and because it focuses on both indi-
vidual and dyadic interactions and language that is

1FUSE is available at https://fusecorpus.
github.io/FUSE/, with transcribed speech and facial
expression data.

multimodally grounded.2 The tasks were also de-
signed to elicit low-arousal affect states in speakers.
For example, motivated by prior literature, continu-
ously blocking speakers to achieve their task goals
helps elicit accumulated frustration (Amsel, 1992),
while unexpected stimuli elicit nuanced surprise
(Meyer et al., 1997). This was an IRB-approved
study with informed consent.

We focus on natural language, yet ensure that it
is multimodally grounded since a single modality
can be insufficient and, at times, even mislead-
ing (Hoque and Picard, 2011). The combination
of multiple modalities can also help improve the
robustness of systems that seek to respond to af-
fective behaviors (Liu et al., 2016). D’Mello and
Kory (2015) reported that the use of multimodal
data allowed their models to reliably achieve im-
proved results, compared to unimodal models.

Prior multimodal affective corpora tend to lack
spontaneity and be collected under acted, con-
trolled conditions, resulting in premeditated emo-
tional responses (Busso et al., 2008). Models
trained on such data may appear high-performing
but may fail to generalize to speakers’ subtler ex-
pressions. On the other hand, models using emo-
tional language from the wild (e.g., distressed calls)
raise ethical concerns. Our study strikes the bal-
ance between realistic spontaneity in lab-based
tasks drawing on a social context, resulting in high
ecological validity (Kory and D’Mello, 2014).

Finally, it is questionable to annotate, or guess,
speakers’ emotions from post-inspecting their data.
Thus, for emotional state annotation, traditional
annotation with independent raters often fails.
Also, subjective preferences or cultural differences
among annotators versus those who produced the
language can result in misinterpretation (Barrett,

2The analysis in later sections also considered col-
lected speech and galvanic skin response features.

https://fusecorpus.github.io/FUSE/
https://fusecorpus.github.io/FUSE/
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2004). In contrast, this study used immediate post-
task self- and partner-reported annotation, with
speakers labeling their own and their dialogue part-
ner’s perceived emotional experiences, for rich in-
sights. This approach taps into both perspectives
(experiencing as well as perceiving) by asking par-
ticipants to rate their own emotional experience,
and also how they perceived their partner’s emo-
tional state.

In sum, we introduce the corpus FUSE (FrUstra-
tion and Surprise Expressions), collected with
speakers including dyads performing tasks, and
analyze annotations in depth.

2. Relevant Prior Work

We focus on two emotions that enable human-AI
collaboration or improve user experiences (Weide-
mann and Russwinkel, 2021; van der Burg and,
2022): frustration and surprise.

Frustration is related to anger (Berkowitz, 1990;
Ang et al., 2002), but has its own characteristics. It
occurs when there are barriers to achieving goals
(Amsel, 1992). Prior works on frustration have
used acted corpora (Busso et al., 2008) or lumped
frustration together with anger or annoyance de-
spite their distinctions (Schuller et al., 2010). From
a use-inspired perspective, frustration is important
to detect in human-computer interaction as it re-
veals troubling user experiences (Klein et al., 2002;
Opoku-Boateng, 2015), and example applications
include improving game and tutoring system de-
signs (Gee, 2005; McQuiggan, 2007).

Surprise is a reaction that arises when a per-
son faces sudden, unanticipated events (Meyer
et al., 1997). Thus, experiencing the same event
again will usually not re-surprise an individual. Sur-
prise differs from other emotions in that it can have
negative and positive polarity (Alm, 2010), and it
is usually short-lived, but can impact the experi-
encer’s subsequent behaviors and actions. A chal-
lenge in the elicitation of surprise data, is that it
is also difficult to elicit many surprising reactions
within a short time frame (Shea et al., 2018). Al-
though surprise is often considered a basic emo-
tion (Ekman, 1992), it has been scarcely studied in
depth. The study of surprise can offer advantages
in various domains, for example in human-AI team-
ing. From a human perspective, surprise can also
aid comprehension (Loewenstein, 2019), cognition
(Schomaker and Meeter, 2015), and memorability
(Foster and Keane, 2018), thus promoting learning
behaviors.

Prior Emotion Corpora In affective comput-
ing (Picard, 2000), researchers have studied the
modeling of human emotion using datasets that
leverage the Facial Action Coding System (FACS),
which was based on early attempts to encode

Figure 1: A speaker’s voice was captured with
a wearable microphone and TASCAM recorder,
galvanic skin response (GSR) with a Shimmer3
on the non-dominant hand, and facial expressions
using a webcam.

emotional expressions in facial muscle movements
(Ekman and Friesen, 1978). There are multiple
image/video-based corpora such as CK+ (Lucey
et al., 2010) and AffectNet (Mollahosseini et al.,
2017). Emotion recognition in text has been stud-
ied by the computational linguistics community and
others for approximately two decades (Liu et al.,
2003; Alm and Sproat, 2005; Alm, 2012; Moham-
mad, 2016), and examples of text-based emotional
language resources include ANEW (Bradley and
Lang, 1999) and GoEmotions (Demszky et al.,
2020). Similarly, speech signal features have been
used for speech emotion recognition (Abbaschian
et al., 2021), research toward expressive speech
synthesis (Alm, 2009), and other studies, using
emotional speech corpora (Greasley et al., 2000;
Engberg et al., 1997). However, rarely do corpora
explicitly target frustration in particular, and ap-
proaches relying on unimodal representations are
limited due to emotions’ variation across speakers
or dialogue interlocutors (Poria et al., 2017).

Multimodal corpora aim to provide compre-
hensive representations of human behavior (Shi-
mojo and Shams, 2001), as in corpora such as
RAVDESS (Livingstone and Russo, 2018) and
MELD (Poria et al., 2019), which use combinations
of speech, video, and text. ASCERTAIN (Subra-
manian et al., 2016) and DEAP (Koelstra et al.,
2011) center on biophysical signals, and the HU-
MAINE Database (Douglas-Cowie et al., 2007) is a
small resource with video clips. There is a scarcity
in research on the multimodal analysis of frustra-
tion (Song et al., 2019) and surprise (Shea et al.,
2018). We seek to fill this gap for studying surprise
and frustration in multimodally grounded language.
Finally, most corpora fail to cover dyadic interac-
tions. While IEMOCAP (Busso et al., 2008) and
SEMAINE (McKeown et al., 2011) do, our resource
improves over IEMOCAP’s acted interaction and
SEMAINE’s guided interaction by capturing spon-
taneous conversation.
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(a) Speech spectrogram with transcription (b) Surprised facial expression

Figure 2: Panel (a) shows a speech signal spectrogram from an image task eliciting surprise, and the
speech waveform in Praat (Boersma and Weenink, 2023). The red line indicates intensity and the blue
line is the fundamental frequency associated with pitch. The third row shows the time-aligned utterances:
Wow. Ok, that is cool, with sp representing a short pause. Panel (b) shows the participant’s facial
expression with eye widening and mouth open. The reported surprise rating by the subject for the
stimuli was 4.87 of 5. In this stimulus, the participant was first asked about the sleep hours of ants and
garden snails. Following a brief pause of 5 seconds, it was disclosed that ants have a sleep duration of
merely 8 minutes within a 12-hour cycle, whereas snails are capable of sleeping for up to three hours.
Subsequently, the subject provided a rating of 4.87 for the stimulus.

Image responses Solve riddles Play buggy game

I speak without a
mouth and hear
without ears. I

have no body, but I
come alive with the
wind. What am I?

(Answer: An echo.)

individual dyad dyad
surprise surprise frustration

How unexpected
was the image?
Using the slider,
indicate how unex-
pected the image
was from 1 to 5,
where 1 indicates
totally expected.
and 5 totally unex-
pected.

Using the slider,
indicate the inten-
sity for the cho-
sen emotion from
1 to 5, where 1 in-
dicates very low in-
tensity and 5 very
high intensity.

Choose the label
that best describes
how you believe
your partner felt
at the end of the
game task? (Con-
tent, Frustrated,
Surprised)

Table 1: Three tasks to elicit surprise and frustra-
tion in speakers with representative rating ques-
tions.

3. Methods

Data Collection Experiment The data collection
experiment used spontaneous elicitation. Three
tasks, see Table 1, captured unscripted and natu-
ral emotional expressions in language and other
modalities. Two tasks involved dyads engaging
in dialogue and one was an individual task, for
comparison. Each task session began with an
introduction to the task. Then, participants en-
gaged with stimuli eliciting emotional low-intensity
reactions. The time window when the participant
performed the task and experienced emotions was
annotated by the participants with self-reported
emotion labels. We recorded the speech, which
was carefully transcribed, in addition to face video
and skin response data. A diagram showing the
data collection setup is in Figure 1. The tasks

included:

1. Replying to questions about images (an indi-
vidual task) Motivated by the use of visual clips
or images in prior works (Uhrig et al., 2016), par-
ticipants were shown nine image triads. First,
a question prompted verbal responses. Then,
an unexpected fact was revealed to elicit subtle
surprise. For instance, participants were asked
if they noticed anything unusual in an image of
the Mona Lisa painting, and it was later revealed
that the Mona Lisa did not have eyebrows. Next,
participants rated their level of surprise on a Lik-
ert scale from 1 to 5, with 5 for highly surprising.

2. Solving riddles (a dyadic task) The riddle task
asked participants to discuss four unexpected
riddles, motivated by prior work that used rid-
dles for surprise elicitation (Mahmoud et al.,
2011). The task aimed to induce nuanced sur-
prise in the interlocutors, who then annotated
both their own emotions, choosing from frus-
trated, surprised, and content, intensity levels,
and how they perceived the emotional reactions
of their partners. The additional emotions, sur-
prised and content, are important since frustra-
tion may combine with, for instance, amusement
to form complex emotions.

3. Playing a buggy game (a dyadic task) In-
spired by how a dysfunctional questionnaire in-
duced frustration in a prior study (Hoque and
Picard, 2011), we used a buggy version of the
Flappy Bird game. Dyads took turns playing
the game and coaching each other aloud, seek-
ing a high score in a 3-minute session. The
bugginess impeded scoring high, accumulating
frustration while preventing boredom or fatigue



7547

(D’Mello and Graesser, 2012). Afterward, par-
ticipants self-annotated their emotions and how
they perceived their partner’s reaction, as in the
prior task.

Participants The corpus has image task data from
19 participants, game task data from 39, and riddle
task data from 38, with 19 participants completing
all three tasks. The data included dyads (pairs) of
speakers. Dyads completed the riddle and game
tasks, and half also the image task. The task order
was counterbalanced in pairs. The study took place
in a university setting, and the participants included
19 female, 18 male, and 2 non-binary participants
whose ages ranged from 18 to 35 years old, with
the largest group being 19 years old. All subjects
spoke English, with 28 identifying English as their
L1 and 11 as their L2.

Feature Extraction For the analysis, we ex-
tracted features from four modalities: speech
recordings, the transcribed spoken language, fa-
cial expressions, and GSR data. Prior studies have
demonstrated the importance of speech features
such as pitch and intensity for emotion recognition
(Murray and Arnott, 1993). Additionally, linguistic
features have been found to aid in affect modeling
(Yoon et al., 2018). Time-aligned facial features
(Zhi et al., 2020) and measured GSR (Ayata et al.,
2016) serve as indicators of emotion too. Figure 2
shows an example of data from this study.

1. Spoken Language Features Transcripts for
speech recordings were obtained using RevAI
(Rev, 2022), Amazon Transcribe, and IBM Wat-
son with word error rates (WER) of 15%, 22%,
and 45%, respectively. These WER results re-
veal that ASR is brittle when faced with emo-
tional speech and dialogue. Given its compara-
tively lower rate, we chose the RevAI transcrip-
tion. In addition, to ensure quality corpus data,
the transcripts were manually reviewed to cor-
rect any inaccuracies in the transcriptions. In
addition, diarization of speaker turns was cor-
rected (i.e., who was speaking when). We then
used Sentence-BERT (Reimers and Gurevych,
2019) to generate sentence embeddings. We
chose Sentence-BERT because it has been
trained on both written and spoken text, con-
sidering its relevancy for encoding transcribed
spoken language.

2. Speech Features Prosodic features such as
F0 (a prominent contributor to what listeners
perceive as pitch) and intensity are important
for how speakers convey emotions, including
surprise and frustration (Frick, 1986; Furnes
et al., 2019), and also for listeners’ perception
of both emotions (Mozziconacci, 2002). Addi-
tionally, spectral features can also contribute
to conveying these emotions (Ooi et al., 2014).

Thus, we extracted Mel-frequency cepstral coef-
ficients (MFCCs), pitch, and intensity from each
speaker’s speech signal (McFee et al., 2015),
and applied Z-score normalization to account
for speaker variation and gender differences.

3. Facial Expression Features Facial expres-
sions were used to complement linguistic and
speech signal features. Facial expressions can
be important for conveying valence dimensions
(Fagel, 2006). We used Affectiva’s facial expres-
sion recognition model in iMotions (iMotions,
2015) to extract facial features such as atten-
tion, brow furrow, brow raise, cheek raise, chin
raise, eye closure, eye widen, jaw drop, mouth
open, smile, smirk, etc.

4. Electrodermal Features We used a Shimmer3
GSR+ (iMotions, 2021) to collect the electroder-
mal activity of biophysical skin response and
consider the electrical conductance at various
timestamps. One advantage of GSR is that it
encodes a fast biophysical response, which can
be useful for emotional reactions of subtle and
short duration.

Computational Experiments Along with the la-
bel analysis, we also performed initial binary or
tertiary emotion recognition modeling, considering
both classical and well-defined neural classifica-
tion methods. The class labels for the image task
were surprised and not surprised. For the dialogue
tasks, they were surprised, frustrated, and con-
tent. Per task, we defined a well-motivated interval
of emotion response. The interval of emotion re-
sponse corresponded to the time interval following
the presentation of a stimulus during which the sub-
ject expressed their emotions and included verbal
responses. For the image and riddle tasks, the
interval of emotion response or the annotation re-
gion is fixed, while for the game-based tasks, the
last 90 seconds were considered as the interval
of emotion response because frustration accumu-
lated over the course of gameplay.

Leveraging the extracted features, we explored
both the early and late fusion of modalities
(Boulahia et al., 2021), building a classifier for each
task. For early fusion, we prepared ten data points
from the predefined interval of emotion response
for all four modalities. The choice of this quan-
tity, specifically ten data points, was made to align
with the average number of utterances per interval
across all tasks. In the case of utterances, the
initial ten utterances were selected. For all other
modalities, if the number of data points within the
interval exceeded ten, the data points were divided
into ten segments and averaged to get ten data
points, otherwise the last data point was duplicated
to match ten. We used two methods: Random
Forest (Buitinck et al., 2013) and an LSTM network
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(a) Image task (n=550 utterances)
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(c) Riddle task (n=1600 utterances)

Figure 3: The histograms show the proportion of word tokens per utterance in the three tasks, revealing
that the riddle task elicited more utterances but a substantial proportion (approximately 35%) were
one-word utterances. The individual image task elicited fewer utterances, while speakers tended to use
longer utterances on average than in the dyadic tasks.

(Paszke et al., 2017) with two layers and a fully con-
nected network to capture the temporal emotion
data.

In the late fusion, we set the maximum sequence
length to the 90th percentile of the number of data
points across each modality and built an individual
network for each modality. Each network encoded
each data point to a 200-dimensional vector. The
outputs of four networks were stacked and passed
through a fully connected neural network. Each
individual network was a two-layered LSTM net-
work followed by a fully connected neural network.
We also experimented with transfer learning for
speech features using EfficientNet B5 (Tan and Le,
2019). Since the size of the data was modest, we
only considered the first 6 layers of EfficientNet fea-
tures and froze their weights, and then connected
the network to the adaptive average pooling layer
and subsequently to a fully connected network.
For meaningful comparison, we trained all the net-
works for 50 epochs as most networks converged
within 50 epochs.

4. Results and Discussion

Spoken Language Insights An example utter-
ance from a surprise task is in Figure 2, where
two utterances, Wow and Ok, that is cool, are dis-
played. We also observe a rise in speech intensity
and pitch on wow, suggesting a peak of surprise.
This is consistent with a prior observation of sur-
prised speech (Shea et al., 2018).

Table 2 shows utterance and word elicitation
statistics by task. The individual task had a larger
average utterance duration and average words per
utterance compared to dyad tasks, likely due to
adapting to turn-taking conventions between in-
terlocutors in the dyadic tasks. The riddle task
showed slightly shorter averages than the game.
In addition, the histograms in Figure 3 also show
that dyadic tasks had a higher proportion of one-
word utterances compared to the individual task,

Avg utt.
duration (s)

Avg
words/utt.

Image (ind.) 3.2 6
Riddle (dyad) 1.2 3.9
Game (dyad) 1.4 4.2
Dyad 1.3 4
All 1.6 4.4

Table 2: Utterance statistics per task. The mean
utterance duration and mean words per utterance
for the individual task are larger than for the dyadic
tasks. Here, Dyad represents utterances from Rid-
dle and Game combined while All represents the
combined utterances from all tasks.

which likely reflects the absence of interruptions
without a partner interlocutor, also supporting the
shorter dyadic utterance durations in Table 2. In
contrast, dyadic tasks elicited more utterances,
which is expected because pragmatic meaning
for task completion is co-created in dialogue by
interlocutors. The findings also align with prior
observations (Busso et al., 2008).

Annotation Analysis We also analyzed the an-
notations. The corpus consists of data from one in-
dividual and two paired tasks. Figure 6(a) and 6(b)
indicate that the dyadic tasks elicited the intended
emotions and also variation in emotion perception.

Figure 5 illustrates three comparisons analyzed
for the dyadic tasks. The comparisons analyze the
dyad interactions based on annotations. Let’s refer
to the two participants in each dyad task session
as A and B. Following task completion, the par-
ticipants annotate themselves, represented by SA
and SB. Additionally, they provide annotations for
each other, represented by PB and PA, based on
their observation during the task. Comparison I
analyzes the difference between participants’ self-
annotations and their annotations for their partners,
that is SA versus PB and SB versus PA. Com-
parison II involves two comparisons: participants’
self-annotation behaviors SA versus SB and their
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(a) Contrasting image surprisal ratings.
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(b) Label distribution across nine image stimuli.

Figure 4: Image task: Panel (a) shows box plots of two image stimuli having contrasting ratings, with one
rated as eliciting high surprisal and another as low surprisal by the majority. Panel (b) shows the class
distribution for nine image stimuli, showing that some elicited more surprisal responses.

SA PB

SB PA

2 2
3

3

1

1

A

B

Self
Annotation

Annotation
for

Partner
Subjects

Figure 5: Annotation analyses considered self-and
partner annotation. In a session with two speakers,
speaker A reported their own emotion SA and how
they perceived their partner’s emotion PB. The
other speaker B reported their own emotion SB
and A’s emotion PA.
behaviors in annotating their partner’s response
PB versus PA. Comparison III explores how each
participant annotated themselves compared to how
their partners annotated them, that is, SA versus
PA and SB versus PB.

1. Individual Task’s Annotations In the Image
task, each subject rated how surprised they
were by each stimulus on a scale from 1
to 5, with 5 being the most surprised. The
ratings were then converted to not surprised
or surprised using a threshold (3.2) calculated
from the mean of medians of two extreme
stimuli in Figure 4(a). Panel 4(b) shows that the
self-annotated surprisal varied by image.

2. Dyadic Tasks’ Annotation In the game and
riddle tasks, participants selected both the emo-
tion and intensity level that best described their
emotional state and also reported how they per-
ceived their partner’s experience. The inten-
sity reported by participants for themselves and
their partner showed a Spearman correlation
of +1, revealing that participants assumed their
partner’s emotional response had the same in-
tensity level as their own–either for the same
or another emotion. They mostly reported an
intensity level of 3, suggesting that realistic low-
intensity emotions were elicited, as intended.

3. Game Annotations Figure 7 shows two com-
parisons for the game task. Panel (a), which
represents comparison I, suggests that when
participants are frustrated, they perceive their
partner as frustrated as well. However, if they
are surprised, they are uncertain. Furthermore,
when people are content, they often perceive
their partner as content, but they may also per-
ceive other emotions. A χ2 test examined the
association between the reported emotions for
comparison I, revealing a statistically signifi-
cant association between self-reported and re-
ported emotions for partners (p-value=0.007).
For comparison II, χ2 tests revealed that there
was no dependency (p-value=0.09) between
how subjects annotate themselves in a session
(SA versus SB) and even less dependency (p-
value=0.25) between the labels annotated by
others (PB versus PA). Panel (b) of Figure 7
shows comparison III or how speakers were
perceived by their partners when they anno-
tated themselves with certain emotion labels.
A χ2 test showed that the association was not
statistically significant. A visualization analy-
sis suggested that when labeling themselves
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(a) Game: Self-labeling and partner-labeling.
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(b) Riddle: Self-labeling and partner-labeling.

Figure 6: (a) At the end of the game task, the majority reported themselves as frustrated and their
partner too, indicating the game task elicited frustration. In addition, many felt content indicating blurring
boundaries (e.g., frustration dealt with through humor). (b) For the riddle task, the majority reported
feeling both surprised and content, and also attributed these emotions to partners. They labeled partners
slightly more often as content.
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(a) Comp. I: Partner-labels (bars), given self-labels.
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(b) Comp. III: Partner labels (bars), given self-labels.

Figure 7: Game task: Panel (a) shows that when speakers self-labeled as frustrated they mostly labeled
their partner that too. Panel (b) shows that the speakers were often labeled as frustrated by their
partner irrespective of what they self-labeled themselves, including when they self-labeled themselves as
frustrated and surprised.
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(a) Comp. I: Partner-labels (bars), given self-labels.
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(b) Comp. III: Labels by partner (bars), given self-labels.

Figure 8: Riddle task: Panel (a) shows that speakers mostly label their partner with the same label
as themselves. Panel (b) shows that when speakers self-labeled as surprised or content, they mostly
labeled their partner the same.



7551

Method Early Fusion Late Fusion
Alg. Random Forest LSTM LSTM LSTM-TransferL
Task Image Game Riddle Image Game Riddle Image Game Riddle Image Game Riddle

P 47 11 40 61 50 39 51 25 43 49 42 35
R 48 33 43 61 61 61 51 33 49 50 42 38
F1 47 17 41 61 49 39 51 28 46 49 42 36

Table 3: Performance for tasks across fusion methods: Based on the F1-score, LSTM with early fusion
performed better than other methods for both the Image and Game tasks, while LSTM with late fusion
showed improvement for the Riddle task. P, R, and F1 represent Precision, Recall, and macro average
F1-score metrics, respectively.

as frustrated, their partners largely tended to
perceive them as such.

4. Riddle Annotations Panel 8(a), which illus-
trates comparison I, suggests that participants
who felt content or surprised were mostly sure
their partner felt the same. However, when
participants reported feeling frustrated, they
were not as certain about their partner’s emo-
tional state. As expected, frustration was re-
ported infrequently for this task. Subjects mostly
assign their partner the same label as them-
selves, as indicated by the significant χ2 test
(p-value=0.005). This demonstrates inter-label
dependencies for comparison I, which aligns
with observations from the game task. Similar
tests for comparisons II and III were not signif-
icant. Per panel 8(b), unlike the Game task,
when participants reported feeling frustrated,
their partner mostly perceived them as content
but never as frustrated. A χ2 test for comparison
III also indicated a statistically insignificant rela-
tionship; however, visual analysis suggests the
presence of some patterns, warranting further
investigation. In sum, people usually perceive
others as feeling the same experience as them-
selves, and such annotation can be incongruent
with how their partners annotated themselves.

Computational Prediction Results Table 3
shows computational classification results for the
three tasks. The F1-scores indicate that early fu-
sion improved predictions over late fusion for two
out of three tasks (image and game) while late
fusion did better for riddle data.

In addition, for early fusion, LSTM mostly per-
formed better than Random Forest, except for the
riddle task where results were comparable. LSTM
provided substantial improvement for the game
task. The boost by LSTM can be related to how
LSTM can manage temporal data properties. Addi-
tionally, the late fusion used two networks: one with
LSTM networks for all four modalities and another
with LSTM network for three modalities and with an
EfficientNet-based network for the speech audio
modality utilizing the pre-trained weights of Effi-
cientNet for transfer learning. The transfer learning

method enhanced the F1-score for the game task
substantially, by 14%.

The classification results indicate that the game
is a challenging classification problem, and the
image appears least challenging. We relate the
game task results to the subtlety of frustration, and
its potential to converge with other emotions into
complex emotional states.

5. Conclusion

We introduced a novel, complex, yet interesting
emotional language corpus – FrUstration and Sur-
prise Expressions or FUSE. This corpus includes
spontaneous, multimodally grounded language
conveying subtle, realistic, and non-extreme frus-
tration and surprise. It also provides individual and
dyadic interactions. Analysis of annotation labels
and spoken language yielded several insights, and
results from predictive models were provided for
the three tasks. We began to address the gap of
low-intensity resources for emotions, as they tend
to be frequent in natural settings, and this study
explored frustration and surprise in collaboration
contexts. Future work might compare modeling
using self or partner ratings and explore contextual
dependencies across subjects. Additionally, future
analyses could conduct a qualitative examination
of modeling results.
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