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Abstract
Multimodal Entity Linking (MEL) is the task of mapping mentions with multimodal contexts to the referent entities from
a knowledge base. Existing MEL methods mainly focus on designing complex multimodal interaction mechanisms
and require fine-tuning all model parameters, which can be prohibitively costly and difficult to scale in the era of Large
Language Models (LLMs). In this work, we propose GEMEL, a Generative Multimodal Entity Linking framework
based on LLMs, which directly generates target entity names. We keep the vision and language model frozen and
only train a feature mapper to enable cross-modality interactions. To adapt LLMs to the MEL task, we leverage the
in-context learning capability of LLMs by retrieving multimodal instances as demonstrations. Extensive experiments
show that, with only ∼0.3% of the model parameters fine-tuned, GEMEL achieves state-of-the-art results on two
well-established MEL datasets (7.7% accuracy gains on WikiDiverse and 8.8% accuracy gains on WikiMEL). The
performance gain stems from mitigating the popularity bias of LLM predictions and disambiguating less common
entities effectively. Further analysis verifies the generality and scalability of GEMEL. Our framework is compatible
with any off-the-shelf language model, paving the way towards an efficient and general solution for utilizing LLMs in
the MEL task. Our code is available at https://github.com/HITsz-TMG/GEMEL.
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1. Introduction

Entity Linking has attracted increasing attention in
the natural language processing community, which
aims at linking entity mentions in a document to
referent entities in a knowledge base (KB) (Shen
et al., 2015). It is a fundamental component in
applications such as question answering (De Cao
et al., 2019), relation extraction (Lin et al., 2016)
and semantic search (Blanco et al., 2015).

Existing EL methods mainly focuses on textual
modality and has been proven to be successful
for well-formed texts (Wu et al., 2020; Cao et al.,
2021). However, with the popularity of multimodal
information on social media platforms, more am-
biguous mentions appear in the short or coarse
text. Due to the vast number of mentions arising
from incomplete and inconsistent expressions, the
conventional text-only EL methods cannot address
cross-modal ambiguity, making it difficult to link
these mentions accurately (Adjali et al., 2020). To
address this issue, the task of Multimodal Entity
Linking (MEL) has been proposed, which links
mentions with multimodal contexts to their corre-
sponding entities (Moon et al., 2018). In Figure
1, based solely on textual modality, it is difficult to
determine whether “Harry Potter” should be linked
to the corresponding film series or the novel series.
However, using multimodal information allows for
correctly associating it with the film series.

Although some recent methods have achieved
promising performance for the MEL task (Moon
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The story of "Harry Potter" is captivating.

Mention Context

Harry Potter (film series) ✔ 

...

Harry Potter (novel series) ❌ 

Knowledge Base

Figure 1: An example of multimodal entity linking
with mention underlined in the text. Based solely on
text, it is hard to determine whether “Harry Potter”
should be linked to the films or the novels. With im-
age as context, “Harry Potter” can be easily linked
to the Harry Potter film series.

et al., 2018; Adjali et al., 2020; Wang et al.,
2022c,a), challenges still exist. First, these meth-
ods often involve a two-stage process of candidate
entity retrieval and re-ranking, which can be fur-
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ther improved in efficiency. For example, previous
works (Wang et al., 2022c; Gan et al., 2021) use
various sparse and dense retrievers and then com-
bine candidate entities, followed by a re-ranking
process. Second, prior MEL methods (Dongjie and
Huang, 2022; Wang et al., 2022a) involve design-
ing complex multimodal interaction mechanisms
and training all model parameters, which is pro-
hibitively costly and difficult to scale in the era of
large language models (LLMs).

Recently, Vision-Language Models (VLMs)
(Wang et al., 2023; Alayrac et al., 2022; Wang et al.,
2022b) trained on an enormous amount of image-
text data have shown impressive results in various
multimodal tasks. However, training a Large Vision-
Language Models (LVLM) (e.g., Flamingo (Alayrac
et al., 2022)) from scratch is resource-intensive. To
alleviate this issue, previous works (Merullo et al.,
2023; Eichenberg et al., 2022; Li et al., 2023a) pro-
pose that we can construct a LVLM based on the
text-only LLM by transforming the visual informa-
tion into the textual representation space of LLM.
Through this approach, LLMs can effectively com-
prehend visual information and address multimodal
tasks. To step forward this direction, adapting
LLMs to the MEL task and training models in a
parameter-efficient manner have become a promis-
ing research direction.

Motivated by the analysis above, we propose a
simple yet effective Generative Multimodal Entity
Linking framework (GEMEL) based on LLMs.
Given the multimodal mention contexts, GEMEL
can leverage the capabilities of LLMs from large-
scale pre-training to directly generate correspond-
ing entity names. We freeze the vision encoder
and the language model, and only train a feature
mapper to project visual features into a soft prompt
for the LLM input. Additionally, we utilize the in-
context learning (ICL) capability by constructing
multimodal demonstration examples to guide the
LLMs to better comprehend the MEL task. Exper-
imental results demonstrate that GEMEL can ef-
fectively integrate multimodal information based
on LLMs to improve MEL performance, achieving
state-of-the-art results on two well-established MEL
datasets. Further studies reveal the popularity bias
in entity predictions of LLMs, significantly under-
performing on rare entities. GEMEL not only excels
at common entity but also mitigates the popularity
bias of LLMs to further boost performance on the
MEL task. Our framework is parameter-efficient
and model-agnostic, and it can be transferred to
any larger or stronger LLMs in the future.

In summary, the contributions of our work are as
follows:

• We propose GEMEL, a simple yet effective
framework that utilizes a generative LLM to ad-
dress the MEL task. To the best of our knowl-

edge, this is the first work to introduce gen-
erative methods based on LLMs in the MEL
task.

• Extensive experiments show that with only
∼0.3% of the model parameters fine-tuned,
GEMEL achieves state-of-the-art results on
two well-established MEL datasets (7.7% accu-
racy gains on WikiDiverse and 8.8% accuracy
gains on WikiMEL), exhibiting high parameter
efficiency and strong scalability.

• Further studies reveal the popularity bias in
LLM predictions, which our framework can ef-
fectively mitigate, thereby enhancing overall
performance in the MEL task.

2. Related Work

2.1. Textual EL
Most previous EL methods follow a two-stage “re-
trieve and re-rank” pipeline (Wu et al., 2020; Barba
et al., 2022; Xu et al., 2022; Lai et al., 2022). The
initial stage involves retrieving candidate entities
from the vast number of entities in the knowledge
base. Subsequently, in the second stage, these
candidates undergo a re-ranking process to de-
termine the final entity linking results. However,
these methods heavily rely on retrieval results dur-
ing re-ranking, leading to potential error accumula-
tion and performance degradation. GENRE (Cao
et al., 2021) introduces a generative approach and
uses constrained beam search to directly generate
entity names. However, when dealing with short
and coarse text, accurately linking entities becomes
challenging if based solely on textual modality (Ad-
jali et al., 2020), thus motivating the task of Multi-
modal EL (Moon et al., 2018).

2.2. Multimodal EL
Multimodal EL was initially proposed by Moon et
al. (Moon et al., 2018) to address the ambigu-
ous mentions in short social media posts. Al-
though existing MEL methods have made signif-
icant progress (Wang et al., 2022c,a; Gan et al.,
2021; Dongjie and Huang, 2022; Yang et al., 2023),
they still have two limitations that need to be ad-
dressed: 1) Prior MEL approaches utilize complex
models with many interworking modules (Wang
et al., 2022c,a; Gan et al., 2021), which can be
further improved in efficiency. For example, Wang
et al. (Wang et al., 2022c) combine candidate en-
tity lists from multiple retrieval algorithms and then
re-rank; 2) Existing MEL methods mainly focus on
improving multimodal fusion based on co-attention
mechanisms (Dongjie and Huang, 2022; Wang
et al., 2022a), but they require training all model
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Text: Men's Individual Foil Category B bronze medal match.
Q: What does "Foil" mentioned in the text refer to?  A: 
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Figure 2: Overview of the GEMEL method. Given the multimodal mention context, GEMEL first uses a
feature mapper to transform image features to visual prefix in the textual space. Then, GEMEL leverages
the capabilities of LLM to directly generate the target entity name (e.g. “wheelchair fencing”), with n
retrieved multimodal instances as in-context demonstrations. GEMEL applies a constrained decoding
strategy to efficiently search the valid entity space. The mention in the text is underlined.

parameters, which becomes difficult to scale in the
era of LLMs. To overcome these limitations, we
propose a general end-to-end MEL framework that
is parameter-efficient and easily scalable.

2.3. LLMs for Vision-language Tasks
In recent years, LLMs have demonstrated notable
empirical achievements in language understand-
ing (Wei et al., 2022a), generation (Pu and Dem-
berg, 2023), and reasoning (Kojima et al., 2022).
These successes have inspired recent research
in vision-language tasks. Since LLMs can only
perceive text, bridging the gap between natural lan-
guage and other modalities is necessary.

A feasible approach is to transform visual infor-
mation into languages with the help of expert mod-
els (such as an image captioning model). For ex-
ample, VideoChat-Text (Li et al., 2023b) enriches
the video descriptions with a speech recognition
model. However, though using expert models is
straightforward, it may result in information loss.

Another effective approach is to introduce a learn-
able interface between the vision encoder and the
LLM to connect information from different modali-
ties. For instance, BLIP-2 (Li et al., 2023a) utilizes a
lightweight trainable Q-Former to bridge the modal-
ity gap and achieves remarkable performance on
various vision-language tasks. Furthermore, some
methods (Merullo et al., 2023; Liu et al., 2023; Su
et al., 2023) use a projection-based interface to
close the modality gap. For example, LLavA (Liu
et al., 2023) adopts a simple linear layer to project
image features into textual embedding space. Over-

all, previous works demonstrate that it is a potential
research direction to utilize frozen LLMs for vision-
language tasks.

3. Methodology

We introduce our Generative Multimodal Entity
Linking (GEMEL) framework. As shown in Fig-
ure 2, GEMEL takes the multimodal mention con-
text and several in-context demonstrations as input,
and directly generates the target entity name. We
keep the parameters of the LLM and vision encoder
frozen and only train a feature mapper to map im-
age features into the textual space. In Section 3.1,
we first present problem formulation. Then, we
describe the two components in GEMEL: feature
alignment (Section 3.2) and language model gen-
eration (Section 3.3).

3.1. Problem Formulation
Multimodal Entity Linking (MEL) is the task of map-
ping mentions with multimodal contexts to the cor-
responding entities in a knowledge base (KB). For-
mally, we define E as the entity set of the KB, which
typically comprises millions of entities. Each men-
tion m is characterized by the visual context Vm

and textual context Tm. Here, Vm represents the
associated image for m, and Tm represents the
textual spans surrounding m. The task of MEL
is to output mention-entity pairs: {(mi, ei)}i∈[1,nm],
where each corresponding entity ei is an entry in E
and nm represents the number of mentions. Here
we assume each mention has a valid gold entity in
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the KB, which is the in-KB evaluation problem. We
leave the out-of-KB prediction (i.e., nil prediction)
to future work.

3.2. Feature Alignment

Given the inherent incapacity of the LLMs to di-
rectly process multimodal information, it becomes
imperative to undertake feature alignment proce-
dures on visual data. In our approach for feature
alignment, the initial step involves the extraction of
image features through utilization of a pre-trained
vision encoder. Subsequently, these image fea-
tures undergo projection into the textual embedding
space through the employment of a lightweight fea-
ture mapper. Upon this transformation, the resul-
tant features are then introduced into the LLM as a
visual prefix, thereby facilitating the LLM’s capacity
to process visual information.

Vision Encoder. To extract visual features from
an input image Vm corresponding to the mention
m, we utilize a pretrained visual backbone model
which produces visual embeddings fϕ(Vm) ∈ Rdv ,
where dv represents the hidden state size of the
vision encoder. The weights of vision encoder ϕ
are kept frozen.

Feature Mapper. To facilitate cross-modal align-
ment and fusion, we employ a feature mapper to
project visual features into a soft prompt, i.e., a
visual prefix for the LLM input. Specifically, we train
a feature mapper W ∈ Rdv×kdt to project visual
embeddings fϕ(Vm) into fϕ(Vm)

T
W ∈ Rkdt . The

result is then reshaped into a visual prefix, which
is a sequence of k embeddings v = {v1, v2, ..., vk},
where each embedding shares the same hidden
dimensionality dt as the text embeddings produced
by the LLM for input tokens.

3.3. Language Model Generation

In the context of language model generation, the
visual prefix derived from the feature alignment
module is concatenated with text embeddings and
subsequently fed into the LLM. Moreover, we con-
struct a few in-context demonstrations, which serve
to enhance the LLM’s understanding of the MEL
task. Importantly, this process facilitates the gener-
ation of target entity names without necessitating
any alterations to the LLM parameters. At test time,
we employ a constrained decoding strategy to effi-
ciently search the valid entity space.

In-context Learning. To let the LLM better com-
prehend the MEL task, we leverage its in-context
learning (ICL) ability (Brown et al., 2020; Dong et al.,
2022), and construct a prompting template with n
demonstration examples from the training set. The
demonstration formatting, depicted in Figure 2, in-
cludes the image and textual context of mention m,

a hand-crafted question (i.e., “What does m men-
tioned in the text refer to?”) and the entity name as
the answer. For demonstration selection, we take
several sparse and dense retrieval methods into
consideration:

• Random selection will randomly select in-
context demonstrations from the training set
for each mention.

• BM251 is one of the most advanced sparse
retrieval methods. We use all the mentions
in the training set as the corpus and retrieve
demonstrations based on the mention.

• SimCSE2 (Gao et al., 2021) is a dense retrieval
method for semantic matching. For a pair of
mentions, we take the cosine similarity of the
mention embeddings as the relevance score.

For n demonstrations and a new instance q, we
sequentially concatenate the visual prefix v and
text embedding t to obtain the LLM input x:

x = [v1; t1; ...;vn; tn;vq; tq] (1)
Large Language Model. GEMEL takes an au-

toregressive LLM pθ, which was originally trained
with the maximum likelihood objective on text-only
data, and keeps its parameters θ frozen. With the
input embeddings x and N tokens of the entity
name as the target output y = {y1, y2, ..., yN}, we
can express the teacher forcing training objective
as follows:

Lteacher = −
N∑
i=1

log pθ(yi|x;y<i) (2)

Constrained Decoding. During the testing
phase, if the LLM is allowed to choose any word
from its vocabulary at each decoding step, it may
generate output strings that are not valid identifiers.
To address this issue, we exploit Constrained Beam
Search (Sutskever et al., 2014; Cao et al., 2021),
a tractable decoding strategy to efficiently search
the valid entity space. We define our constrain in
terms of a prefix trie T where nodes are annotated
with tokens from the LLM vocabulary. For each
node t ∈ T , its children represent all the allowed
continuations from the prefix defined traversing T
from the root to t. We tokenize all entity names
in the knowledge base to construct a prefix tree,
ensuring that the content generated by the LLM
consists of valid entity names, thereby matching
specific entities in the knowledge base.

1We adopt the implementation from https://
github.com/dorianbrown/rank_bm25.

2We utilize the supervised RoBERTa-large check-
point from https://github.com/princeton-nlp/
SimCSE.

https://github.com/dorianbrown/rank_bm25
https://github.com/dorianbrown/rank_bm25
https://github.com/princeton-nlp/SimCSE
https://github.com/princeton-nlp/SimCSE
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WikiDiverse WikiMEL
# Image-text Pairs 7824 22136
# Mentions 16327 25846
# Text Length (avg.) 10.2 8.2
# Mentions (avg.) 2.1 1.2

Table 1: Statistics of WikiDiverse and WikiMEL, two
multimodal entity linking datasets.

4. Experiments

4.1. Experimental Setup
We elaborate the experimental protocols from the
following four aspects: Datasets, Baselines, Evalu-
ation Metric and the Implementation Details.

Datasets. To assess the capability of GEMEL
on the MEL task, we conduct experiments on two
MEL datasets, WikiDiverse (Wang et al., 2022c)
and WikiMEL (Wang et al., 2022a). WikiDiverse is
a human-annotated MEL dataset with diversified
contextual topics and entity types from Wikinews.
WikiMEL is a large human-verified MEL dataset ex-
tracted from Wikidata and Wikipedia. Both Wikidi-
verse and WikiMEL datasets have been splited into
training, validation, and test sets, with ratios of 8:1:1
and 7:1:2, respectively, and our experimental set-
ting follows the partition. The statistics of datasets
are summarized in Table 1.

Baselines. Following previous works (Wang
et al., 2022a; Yang et al., 2023; Wang et al., 2022c),
we compare our method to recent state-of-the-art
methods, categorized as follows: (1) text-only meth-
ods relying solely on textual features, and (2) text
+ vision methods utilizing both textual and visual
features. Specifically, we consider:

• BERT (text-only) (Devlin et al., 2019) is used
as a text encoder to capture textual features
and then calculate the relevance score.

• BLINK (text-only) (Wu et al., 2020) adopts a bi-
encoder for candidate entity retrieval, followed
by a cross-encoder for re-ranking.

• GENRE (text-only) (Cao et al., 2021) is the
first system that retrieves entities by generating
their names in an autoregressive fashion.

• GPT-3.5-Turbo-0613 (text-only) is a powerful
LLM developed by OpenAI. We utilize GPT-
3.5-Turbo-0613 (hereafter referred to as
GPT-3.5) to generate entity names directly
and employ the same ICL configuration as in
our framework.

• DZMNED (text + vision) (Moon et al., 2018)
uses a concatenated multimodal attention

mechanism to combine visual, textual, and
character features of mentions and entities.

• JMEL (text + vision) (Adjali et al., 2020) em-
ploys fully connected layers to map the visual
and textual features into an implicit space.

• GHMFC (text + vision) (Wang et al., 2022a)
uses gated hierarchical multimodal fusion and
contrastive training to facilitate cross-modality
interactions and reduce noise of each modality.

• LXMERT (text + vision) (Wang et al., 2022c)
is a bi-encoder framework based on the mul-
timodal encoder LXMERT (Tan and Bansal,
2019) for calculating the relevance scores be-
tween mentions and entities.

• MMEL (text + vision) (Yang et al., 2023) pro-
poses a joint learning framework to solve the
multi-mention entity linking task in the multi-
modal scenario.

Evaluation Metric. Following previous works
(Moon et al., 2018; Wang et al., 2022a; Yang et al.,
2023), we use Top-1 accuracy as the evaluation
metric.

Implementation Details. Our GEMEL frame-
work is implemented with PyTorch (Paszke et al.,
2019). We employ Llama-2-7B (Touvron et al.,
2023b) and CLIP ViT-L/14 (Radford et al., 2021) as
our default LLM and vision encoder, respectively,
unless otherwise stated. For feature mapping, we
employ a linear layer (Merullo et al., 2023), leaving
the exploration of more complex feature mappers
for future research. We adopt SimCSE (Gao et al.,
2021) to retrieve a total of n = 16 demonstration ex-
amples, sorted in ascending order based on their
relevance to the mention. We search the visual
prefix length k among [1, 2, 4, 8] and find k = 4
performs the best based on the development set.
We set the beam size to 5 during inference. Our
models are trained with a batch size of 1 and 16
steps of gradient accumulation for 5 epochs on a
single A100 GPU. We utilize the AdamW optimizer
(Loshchilov and Hutter, 2019) with a learning rate
of 1e-6 and a warmup ratio of 10%.

4.2. Main Results
Table 2 presents the model performances on two
MEL datasets. According to the experimental re-
sults, we can see that: First, GEMEL surpasses
all other approaches and achieves state-of-the-art
performance on both MEL datasets, with a 7.7%
improvement on WikiDiverse (78.6% → 86.3%)
and a 8.8% improvement on WikiMEL (73.8% →
82.6%), showing the effectiveness of our frame-
work. This indicates that, by fine-tuning a feature
mapper (∼0.3% of model parameters), GEMEL
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Modality Model Top-1 Accuracy (%)
WikiDiverse WikiMEL

Text

BERT (Devlin et al., 2019) 69.6 31.7
BLINK (Wu et al., 2020) 70.9 30.8

GENRE (Cao et al., 2021) 78.0* 60.1*

GPT-3.5-Turbo-0613 72.7 73.8

Text + Vision

JMEL (Adjali et al., 2020) 38.4 31.3
DZMNED (Moon et al., 2018) 70.8 30.9
GHMFC (Wang et al., 2022a) 62.7* 43.6
LXMERT (Wang et al., 2022c) 78.6 -

MMEL (Yang et al., 2023) - 71.5
Text + Vision GEMEL (ours) 86.3 82.6

Table 2: Model performance on the test set. Bold denotes the best results. “*” means our implementation
with official Github repositories. “-” means not reported in the cited paper.

Model Top-1 Accuracy (%)
WikiDiverse WikiMEL

GEMEL 86.3 82.6
w/o Visual Information 79.5 74.2
w/o In-context Learning 80.2 75.2

Table 3: Ablation results of GEMEL.

enables the frozen LLM to comprehend visual infor-
mation effectively and efficiently, and then leverage
it to enhance MEL performance. Second, methods
based on LLMs (namely GPT-3.5 and GEMEL)
demonstrate powerful performance in both textual
modality and multimodality. In the text modality,
GPT-3.5 can match or even exceed the perfor-
mance of previous multimodal methods. We reckon
there are two main reasons for this: 1) Textual
modality still plays a dominant role in the MEL task,
while visual modality primarily serves as supple-
mentary information; 2) LLMs pretrained on large-
scale datasets can capture extensive language pat-
terns, context, and knowledge, leading to outstand-
ing performance in common entity prediction (see
Section 5.3 for details).

Table 3 shows the ablation study results. First,
removing visual information significantly impairs
GEMEL’s performance, which indicates the impor-
tance of visual information when the texual infor-
mation is short and insufficient (see cases in Sec-
tion 5.4). Second, eliminating the demonstrations
in prompts leads to a performance decrease of
6.1% and 7.4% on WikiDiverse and WikiMEL re-
spectively. This suggests that providing a few in-
context demonstrations facilitates the LLM in rec-
ognizing and comprehending the MEL task (see
Section 5.2 for details).

LLM Parameters Top-1 Accuracy (%)
WikiDiverse WikiMEL

OPT 6.7B 82.7 75.5
Llama 7B 85.8 82.2
Llama-2 7B 86.3 82.6

Table 4: Results of different LLMs.

Method Top-1 Accuracy (%)
WikiDiverse WikiMEL

ResNet-101 85.3 82.1
BEIT-large 84.7 81.0
CLIP ViT-L/14 86.3 82.6

Table 5: Results of different vision encoders.

5. Analysis

In this section, we will analyze the performance of
our framework from four aspects. First, we will ex-
plore the generality and scalability of our framework.
Second, we will investigate the influence of different
demonstration selection methods in our framework.
Subsequently, we identify the popularity bias in LLM
predictions (i.e., significantly under-performing in
tail entities), which our framework effectively miti-
gates. Finally, we conduct case study and limitation
analysis.

5.1. Generality and Scalability
To test the generality of GEMEL across different
LLMs, we conduct experiments on various LLMs
including OPT (Zhang et al., 2022), Llama (Touvron
et al., 2023a), and Llama-2 (Touvron et al., 2023b).
As shown in Table 4, our GEMEL framework is
generally effective for the widely-used LLMs.

Different vision encoders may affect the model
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Figure 3: Results of scaling up parameters of OPT.
As language models continue to scale up, GEMEL
consistently exhibits enhanced performance in the
MEL task.

Method Top-1 Accuracy (%)
WikiDiverse WikiMEL

No-Retrieval 80.2 75.2
Random Selection 83.1 78.3
BM25 85.3 82.5
SimCSE 86.3 82.6

Table 6: Results of different demonstration selec-
tion methods. Bold indicates the best performance.

performance. We compare three widely-used types
of vision encoders, ResNet-101 (He et al., 2016),
BEiT-large (Bao et al., 2022), and CLIP ViT-L/14
image encoder (Radford et al., 2021). As shown
in Table 5, our framework performs well with vari-
ous visual encoders, with CLIP achieving the best
results. Therefore, we use CLIP by default in our
framework.

As shown in Figure 3, we employ OPT models
of varying scales (i.e., 350M, 1.3B, 2.7B, 6.7B) to
assess the influence of language model scale on
GEMEL performance. We do not perform the ICL
prompting for the OPT 350M model due to its in-
sufficient scale for demonstrating the ICL ability.
It is evident that with the language model scaling
up, GEMEL consistently improves its performance
on the MEL task. Our framework even outper-
forms GPT-3.5 on small-scale language models,
as demonstrated by the results of OPT-1.3B on
the WikiDiverse dataset. This indicates that our
framework is highly effective and model-agnostic,
meaning it can be applied to larger or more power-
ful LLMs that may be released in the future, thereby
further enhancing performance. Given resource
constraints, our investigation is limited to models
up to 6.7B in scale, leaving the exploration of larger
language models for future work.

5.2. Demonstration Selection
To investigate the influence of demonstration se-
lection on the performance of GEMEL, we conduct
experiments using several sparse and dense re-
trieval methods: random selection, BM25, and Sim-
CSE (Gao et al., 2021). The results of demonstra-
tion selection are shown in Table 6, where we also
present the result of no-retrieval method (i.e., with-
out ICL). The experimental findings indicate the
following: 1) Whether employing random selection,
BM25, or SimCSE, all of these methods surpass
the approach of no-retrieval. This indicates that
incorporating in-context demonstrations facilitates
LLMs in recognizing the format of the MEL task. 2)
Methods utilizing similarity retrieval outperform ran-
dom selection. We believe that demonstrations re-
trieved based on similarity are more likely to include
similar mentions and entity candidates, thus learn-
ing through similar demonstrations and enhanc-
ing MEL performance; 3) The retrieval approach
utilizing SimCSE outperforms the BM25 method.
We reckon that employing dense retrieval methods,
such as SimCSE, enhances the comprehension of
semantic meaning in mentions compared to sparse
methods like BM25. This results in the retrieval of
more relevant and higher quality demonstrations.

5.3. Popularity Bias of LLMs
To explore why methods based on LLMs can exhibit
remarkable performance in both textual modality
and multi-modality, we conduct a statistical anal-
ysis of prediction outcomes using LLM-based ap-
proaches. Following previous work (Chen et al.,
2021), we tallied the occurrences of each entity in
Wikipedia3. Entities that appear less than 5% of the
total count are considered as tail entities, while the
rest are regarded as common entities. We conduct
statistical analysis on the accuracy of GPT-3.5,
GEMEL (w/o Visual Information), and GEMEL in
terms of common entity and tail entity predictions.
The results are shown in Table 7.

Based on the statistical results, we can ob-
serve the following: 1) The LLM-based approaches
demonstrate impressive performance in the tex-
tual modality, primarily attributed to LLM’s excep-
tional performance in predicting common entity af-
ter large-scale pre-training. For instance, both GPT-
3.5 and GEMEL achieve accuracy rates exceeding
70% in predicting common entity; 2) In terms of pre-
dicting tail entity, methods based on LLMs exhibit a
popularity bias, i.e., significantly under-performing
on less common entities. Taking GPT-3.5’s result

3We adopt the result from GENRE (Cao et al., 2021)
repository: https://dl.fbaipublicfiles.com/
GENRE/mention2wikidataID_with_titles_
label_alias_redirect.pkl.

https://dl.fbaipublicfiles.com/GENRE/mention2wikidataID_with_titles_label_alias_redirect.pkl
https://dl.fbaipublicfiles.com/GENRE/mention2wikidataID_with_titles_label_alias_redirect.pkl
https://dl.fbaipublicfiles.com/GENRE/mention2wikidataID_with_titles_label_alias_redirect.pkl
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Model WikiDiverse WikiMEL
Common Entity Tail Entity Common Entity Tail Entity

GPT-3.5-Turbo-0613 72.0 37.5 74.4 65.5
GEMEL (w/o Visual Information) 80.8 40.0 74.4 68.8
GEMEL 87.4 57.5 82.7 75.2

Table 7: Accuracy (%) of LLM-based methods on common entity and tail entity.

Visual Information

Case 1 2 3 4

Textual Information

Text-only Prediction

GEMEL Prediction

Golden Entity

The official seal of the House
of Representatives

The ISS from Atlantis on June
10, 2007.

Hawthorn have won their first
premiership in 17 years.

Black Widow and Captain 
America.

House of Representatives Atlantis, Florida Hawthorn Scarlett Johansson

United States House of
Representatives Space Shuttle Atlantis Hawthorn Football Club Black Widow (Marvel Comics)

Black Widow (Natasha Romanova)United States House of
Representatives Space Shuttle Atlantis Hawthorn Football Club

Figure 4: Case study. For underlined mentions, green and red text mean successful and failed predictions,
respectively. The text-only prediction results are obtained by GEMEL without utilizing visual information.

on WikiDiverse as an example, the prediction ac-
curacy for common entity reaches 72.0%, whereas
for tail entity, it is only 37.5%; 3) Our framework not
only ensures significant performance in predicting
common entities but also demonstrates substantial
improvements in tail entity prediction. For instance,
on the WikiDiverse dataset, compared to GPT-3.5,
GEMEL exhibits notable enhancement in common
entity prediction and a significant increase of 20.0%
(37.5% → 57.5%) in tail entity prediction. This in-
dicates the effectiveness of our multimodal frame-
work in mitigating the bias of LLMs towards tail
entity prediction, thereby enhancing overall perfor-
mance in the MEL task.

5.4. Case Study

In Figure 4, we compare prediction results of
GEMEL in textual modality and multimodality.

Cases 1, 2, and 3 are examples where predic-
tions are incorrect in the text-only modality but cor-
rect in the multimodality. It can be observed that
when the information provided by the text is insuffi-
cient, visual modality can complement information
and help eliminate ambiguity. Taking Case 1 as
an example, in situations with only textual modal-

ity, the model struggles to determine the region
to which “House of Representative” belongs. How-
ever, when visual information is introduced, GEMEL
effectively utilizes visual information to accurately
link the mention to a specific entity.

Case 4 predicts incorrectly in both textual modal-
ity and multimodality. It requires linking to the spe-
cific role of “Black Widow” based on multimodal
information, which necessitates making judgments
considering details such as attire. This inspires us
to explore more fine-grained multimodal informa-
tion in future research.

6. Conclusion and Future Work

We propose GEMEL, a simple yet effective gener-
ative multimodal entity linking framework based on
LLMs, which leverages the capabilities of LLMs to
directly generate target entity names. Experimen-
tal results demonstrate that GEMEL outperforms
state-of-the-art methods on two MEL datasets, ex-
hibiting high parameter efficiency and strong scala-
bility. Further studies reveal the existence of bias
in LLMs predictions for tail entity, which our frame-
work can effectively mitigate, thereby enhancing
overall performance in the MEL task. Moreover,



7662

our framework is model-agnostic, enabling its appli-
cation to larger or more powerful LLMs in the future.
Further research can explore how to mitigate bias
in tail entity prediction for LLMs and extend GEMEL
to more modalities (such as video, speech, etc.).
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