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Abstract
This paper presents a sexism/misogyny dataset extracted from comments of a large online forum of an Austrian
newspaper. The comments are in Austrian German language, and in some cases interspersed with dialectal or
English elements. We describe the data collection, the annotation guidelines and the annotation process resulting
in a corpus of approximately 8 000 comments which were annotated with 5 levels of sexism/misogyny, ranging
from 0 (not sexist/misogynist) to 4 (highly sexist/misogynist). The professional forum moderators (self-identified
females and males) of the online newspaper were involved as experts in the creation of the annotation guidelines
and the annotation of the user comments. In addition, we also describe first results of training transformer-based
classification models for both binarized and original label classification of the corpus.

Keywords: sexism/misogyny dataset, sexism/misogyny classification, annotation guidelines

Content warning: We show illustrative examples of sexist and misogynous language to illustrate the annota-
tion guidelines and to analyse error types.

1. Introduction and Motivation
The ever more widespread use of social media
and user-contributed content also causes an in-
crease of toxic or offensive language and other
forms of unwanted contributions which may need
to get detected and removed. In this paper, we
present work aimed at supporting moderators of
a large daily Austrian (German language) news-
paper which allows registered users to discuss
the articles published on its web-site. Users pro-
duce some 20K to 50K comments per day. An
analysis of the commenting behaviour (carried out
as an online user survey at the newspaper) has
shown that only a third of the users participating
in the online discussion are women and that one
important reason why women avoid participating
in article forum discussions is the presence of sex-
ist/misogynist comments. This insight was a major
motivation for creating the corpus in order to train
classifiers which support moderators in detecting
respective comments, so they can provide a more
welcoming and safer climate of discussion espe-
cially for female users.
For this, a corpus of approximately 8000 com-
ments was collected and annotated to be used
for training classifiers to flag comments or en-
tire discussion forums with a high number of sus-
pected sexist/misogynist utterances. The dataset
and a datasheet (Gebru et al., 2021) as well as
the sample comments provided to the annotators
for training will be made available from https://
huggingface.co/datasets/ofai/GerMS-AT. The
dataset is distributed under CC BY-NC-SA 4.0.

As for the definition of sexism and misogyny, we
rely on the definition given in Encyclopedia Bri-
tannica which defines sexism as ”prejudice or
discrimination based on sex or gender, espe-
cially against women and girls”, and which defines
misogyny as follows: ”The extreme form of sex-
ist ideology is misogyny, the hatred of women.”1
These definitions are in line with the definitions
used in the SemEval 2023 Task 10 Explainable
Detection of Online Sexism (Kirk et al., 2023), p.
2194: ”Misogyny refers to “expressions of hate to-
wards women” (Ussher, 2016), while sexism also
covers more subtle implicit forms of abuse and
prejudice that can still substantially harm women.”
As the presented dataset comprises comments
which are either sexist or misogynist or both, we
use sexism or sexist to refer to sexist or misogy-
nous comments in the reminder of the paper.
Contributions of our work: To the best of our
knowledge, we present the first German dataset
of sexist forum comments annotated with labels
ranging from 0 (not sexist) to 4 (extremely sexist),
whereby 67 % of the assigned labels were 0 and
33 % ranged from 1 (mildly sexists) to 4. Individual
comments are annotated by 2 (1400 comments),
3 (6496) and 8 (99) annotators.

2. Related Work
Together with work on toxic and offensive lan-
guage classification in recent years, there has

1Both quotes are from https://www.britannica.
com/topic/sexism.

https://huggingface.co/datasets/ofai/GerMS-AT
https://huggingface.co/datasets/ofai/GerMS-AT
https://www.britannica.com/topic/sexism
https://www.britannica.com/topic/sexism
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also been increasing work on the classification
of sexist or misogynist language, sometimes as
part of a more general toxic language classifica-
tion task. Hewitt et al. (2016) give an overview
over earlier work and describe a dataset of English
Tweets containing abusive sexist terms. Anzovino
et al. (2018) present work on creating a dataset
of tweets, subsequently used as part of IberEval-
2018 and EvalIta-2018 challenges (Fersini et al.,
2018) for sexism classification where English and
Spanish datasets were made available. Shushke-
vich and Cardiff (2019) give an overview over
misogyny detection in social media, specifically
Twitter. Waseem and Hovy (2016) describe work
on an English corpus of 16K tweets for detect-
ing toxic and hate speech including sexist slurs
or defending sexism (3383 tweets with sexist con-
tent). Frenda et al. (2019) present work on the
English and Italian language datasets described
in (Fersini et al., 2018) and (Waseem and Hovy,
2016). Sharifirad and Matwin (2019) include some
more detailed description of sexist language and
is based on another dataset of English language
tweets. Parikh et al. (2019) describe work on
categorizing accounts of sexism from the Every-
day Sexism Project website through fine-grained
multilabel classification. Other datasets contain-
ing sexism are described or used in: Chiril et al.
(2020a), 12K tweets in French; Grosz and Conde-
Cespedes (2020), tweets, work-related quotes,
press quotes and other sources; Bhattacharya
et al. (2020) and Safi Samghabadi et al. (2020),
Youtube comments in Indian English, Hindi and
Bengla; Rodríguez-Sánchez et al. (2020), Spanish
language tweets; Mulki and Ghanem (2021), 6603
Arabic tweet replies scraped from the time-lines of
popular female journalists/reporters during Octo-
ber 17th protests in Lebanon; Zeinert et al. (2021),
Danish language dataset sampled from several
social media sites; Jiang et al. (2022), 8969 Chi-
nese comments from Sina Weibo, Figure 1 of
their paper also provides a list of sexism-related
datasets for various languages. The EXIST task
at IberLEF 2021 (Rodríguez-Sáchez et al., 2021)
addresses the identification and categorization of
sexism in English and Spanish language tweets
and comments from Gab.com. Most recently, Se-
mEval 2023 Task 10 (Kirk et al., 2023) describes
an English language corpus of 20000 texts sam-
pled from Gab and Reddit, annotated with 3 hier-
archical labels. The paper also presents the top
ranking systems for the different tasks: Task A bi-
nary classification (sexist versus non-sexist); Task
B identification of four distinct categories of sex-
ism, comprising 1) threats, plans to harm and in-
citement, 2) derogation, 3) animosity, and 4) prej-
udiced discussion; and a more complex Task C
which further breaks up the four sexism categories

into more fine-grained classes (11 in total, with two
up to 4 classes per category).
German datasets comprising sexism-related la-
bels are scarce: The Moderator- and Crowd-
Annotated German News Comment Datasets (As-
senmacher et al., 2021) contains labels for sexism,
racism, threats, insults, and profane language,
however, only 1530 comments out of 85K are an-
notated as sexist by at least one annotator. The
DeTox dataset for German Offensive Language in-
cludes amongst others sexual identity as type of
discrimination which, however, applies only to 73
out of over 10K comments (Demus et al., 2022).
In comparison, our dataset comprises 3596 com-
ments annotated as sexist out of 7995 comments
in total.
Sexism or misogyny datasets are usually anno-
tated with hierarchical labels of sexism categories.
This differs from our approach, where we define
sexism categories in the annotation guidelines to
provide a solid basis for the annotators to decide
whether a comment is sexist or not, whereas the
sexist comments are then labelled with (subjec-
tive) degrees of severity of the sexism expressed.

3. Corpus Creation
3.1. Data Collection
Comments to be annotated were collected from
several different sources (The comments most
likely to contain sexist data stem from 2020 to
2022, comments that most likely contain non sex-
ist contributions stem from a larger time span.):

1. a collection of comments which had been re-
ported by forum users with a (free text) report-
ing reason that included a keyword related to
sexism or misogyny,

2. comments which were reported with a differ-
ent reason,

3. comments randomly sampled from all avail-
able comments,

4. a subset of comments (in 2.) pre-classified
with an early version of the binary classifier
trained on the first 2800 comments annotated
with labels 1 for sexist and 0 for not sexist,

5. comments from 24 article forums which were
manually identified by forum moderators to
contain an above-average number of com-
ments considered sexist. These comments
were pre-classified with the same early bi-
nary classifier as used in 4. From these pre-
classified comments, two sets were selected
to be part of the dataset prepared for annota-
tion: The one set comprises the highest prob-
ability label 1 comments in order to correct

Gab.com


7730

false positives. The other set comprises those
label 0 and 1 comments with close to 0.5 prob-
ability in order to add what may be hard to
classify instances.

Comments in the dataset are between 3 and 999
characters long, with a median of 145 characters
and an interquartile range of 216 characters. See
Table 1 for an overview of the key figures. Note:
The selection of comments did not involve any
constraints on comment length apart from the re-
quirement that all comments had to have aminimal
length of 3 characters.

mean 213.72 25% 73
std 194.44 50% (median) 145
min 3 75% 289
max 999

Table 1: Distribution of comments in number of
characters.

3.2. Data Cleaning and Anonymization
The comment texts are present in the dataset
with the original newline and whitespace charac-
ters preserved. For anonymization, the following
changes were made to the text: URLs were re-
placed with the placeholder {URL}. At-mentions
(e.g. @name) were replaced with {USER} (170 oc-
currences). Any email addresses would have
been replaced by {EMAIL} but none were present
in the text. To further protect the privacy of indi-
vidual commenters, each comment was manually
checked for potential mentions of user names or
nick names. This was done in an additional anno-
tation round by a single annotator. The thus identi-
fied user names were then systematically replaced
with the placeholder {USER} (149 occurrences). In
total, 179 comments contain one or more place-
holders. Documents of length < 3 characters and
documents only containing a URL were removed.
Further means for privacy protection were: only
the plain comment text was kept, and deleted were
(i) all meta information regarding user names and
nick names, (ii) all information indicating the posi-
tion of a comment within a certain thread, (iii) all
information which would allow a comment to be
associated with a particular forum. This means
have clear effects on the annotation, as decisions
whether a comment is sexist or not and to what
extent must be made on the basis of the individ-
ual comment text only, without the availability of
further context.

3.3. Choice of Annotators
The aim of the manual corpus annotation was to
reflect the judgement of moderators in their every-
day work. For this reason, the manual annotations

were carried out by up to 8 annotators of which 7
were experienced moderators. The 8th annotator
was a natural language processing and corpus lin-
guistics expert. Two of the annotators are among
the authors of this paper. There were 3 annota-
tors who self-identify as male (all working as fo-
rummoderators at the newspaper) and 5 who self-
identify as female (4 of which working as modera-
tors at the newspaper). All annotators are native
speakers of German.

3.4. Annotation Paradigm and Definition
of Label Set

Annotation paradigm While (Röttger et al.,
2021) argue for a decision between the descriptive
and prescriptive annotation paradigm when anno-
tating a dataset, we explicitly aimed for a combi-
nation of both: (i) We pursued a prescriptive ap-
proach with the list of criteria determining what
should be classified as sexist as described in the
annotation guidelines (Section 4). These criteria
cover the newspaper’s gender policy and forum
netiquette. (ii) We pursued a descriptive approach
by asking the annotators (all but one experienced
forum moderators at the newspaper) to annotate
those comments they have classified as sexist on
a scale from 1 to 4 according to their personal per-
ception of the severity of sexism expressed in the
comment. The annotators were instructed to ask
themselves ”How uncomfortable do I feel reading
this comment?”. Asking annotators for a gradu-
ated, subjective assessment about the severity of
a user comment considered as sexist allowed us
to create a dataset which captures gradations in
the assessment of sexist utterances even within
a rather homogeneous group of professional con-
tent moderators with experience of moderating
sexist comments against women. In pursuing both
a prescriptive and a descriptive approach to anno-
tation, we on the one hand created a dataset for
the training of classifiers which support the mod-
eration goal to create a welcoming atmosphere
for female contributions to forum discussions. In
particular, we were able to replicate the moder-
ators’ manual assessment of forums (not part of
the dataset) as containing more sexism versus lit-
tle to no sexism applying the by then best classifier
model trained with the GERMS-AT corpus (Petrak
and Krenn, 2022). Apart from its use for binary
classification (sexist versus non-sexist), this cor-
pus on the other hand is aimed for use in machine
learning research into how to make models aware
of more or less disagreement on the label, i.e., un-
derstand subjectivity versus the up to date preva-
lent approach to corpus annotation assuming a
ground truth where diverging annotator opinions
need to be unified (majority vote, subsequent con-
sensus by the annotators, or decision by a meta
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reviewer).
Label set Comments were annotated by assign-
ing one of 5 possible labels 0 . . . 4, corresponding
to 0 = absence of sexism and 4 levels of ”severity”
of the expressed sexism as perceived by the indi-
vidual annotators, with 1 = mild, 2 = present, 3 =
strong, 4 = extreme.

3.5. Annotation Process
Comments were given to the annotators in
batches of 100, by creating a spreadsheet from
the comment texts and preparing a selection field
for selecting one of the 5 possible labels, see
Figure 1. The first batch of 100 comments was
given to all 8 annotators and then analysed to
find comments with the biggest disagreement. For
this we calculated a heuristic disagreement score
based on all pairwise distances between the la-
bels, where the distance between labels 0 and 1
were defined to be 4, and distances between la-
bels li, lj > 0 were defined to be |li − lj |. Exam-
ples with high scores were then discussed among
annotators to revise the annotation guidelines and
clarify misunderstandings.
Thereafter, each round of 100 comments was
given to a random selection of 3 annotators, mak-
ing sure that everyone is paired with everyone else
from the annotator pool equally often. This was
done in order to compromise between annotating
asmany comments as possible given the available
time and resources and still get enough annota-
tors for each comment to identify disagreements.
In total, 6496 comments annotated by 3 annota-
tors, 1400 by 2 annotators and 99 by 8 annotators
remained in the final dataset2, resulting in a total
of 23080 annotations. The overall distribution of
assigned labels is shown in Table 2.

Label 0 1 2 3 4 1 . . . 4

% 67.0 8.1 13.8 8.7 2.4 33.0

Table 2: Distribution of assigned labels based on
all annotations.

4. Annotation Guidelines
Since the phenomenon of sexism and misogyny is
complex, guidelines were created to describe the
most important kinds of sexism relevant for the an-
notation task. For this we built upon the newspa-
per’s netiquette and forum policy regarding sex-
ist user contributions, and the moderators’ experi-
ences with and how to curtail sexism in forum dis-

25 comments with their annotations were removed
after all annotations were completed, due to the decision
to delete comments containing only a URL and com-
ments < 3 characters.

cussions. In addition, we used existing categoriza-
tions (e.g., (Parikh et al., 2019)3 as further input to
the guideline development. The guidelines also at-
tempt to clarify some of the difficulties likely to be
encountered: how to decide if there is not enough
context, what if the sexist remark is aimed at aman
or men in general, how to treat ”reported sexism”
(Chiril et al., 2020b). Above all, the guidelines fol-
low the aim of providing help for annotating in a
way that reflects the daily work of moderators and
the newspaper’s editorial concept. They are not
meant as an accurate abstract definition of sex-
ism and misogyny, but as a means to delineate
the frame under which a user comment should be
considered as sexist. The labels assigned by the
annotators reflect that one or more of the defining
criteria is present, and to which extent (1 mildly
sexist ... 4 extremely sexist). Any combination of
criteria is sufficient for a positive instance, and the
scores are subjective.

4.1. General Instructions to the
Annotators

As described in Section 3.2, each comment was
to be annotated as standalone utterance, with-
out considering the larger context of the thread
or the particular forum it occurs in. This means
that a comment is manually annotated as sexist
when it has a sexist reading without further con-
text. However, the forum moderators due to their
moderation experience have a personal assess-
ment whether a comment is sexist or not. Ac-
cordingly, the moderators were instructed to take
the following into account when annotating a com-
ment:

• When reading a comment, a sexist context
should not be constructed away if it is rather
obvious from one’s own moderation experi-
ence.

• Equally, when reading a comment, a sexist
context should not be fantasized about. One
should be particularly critical of one’s own po-
tential bias, especially if one has been anno-
tating several sexist comments in a row. The
following three examples for comments and
related annotation decisions were given to the
annotators.

Examples:

• comment: ”Bei aller Tragik und Ernsthaftigkeit
… wir haben schon a fesche Justizministerin”
(EN: ”With all tragedy and seriousness ... we

3Parikh et al. is an example for a more extensive col-
lection of categories, i.e., 23 categories of sexism which
were formulated, as stated in their paper, under the di-
rection of a social scientist taking into account gender-
related discourse and campaigns.
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Figure 1: The annotation sheet providing per line the drop-down menu for selecting the label (kein – not
sexist, gering – mild sexism , vorhanden – present, stark – strong, extrem – extreme), the comment text
to be annotated, and a unique ID per comment (PID).

definitely have a dashing Minister of Justice”)
– Annotation decision: sexist because the
appearance of the Minister of Justice plays no
role in the reporting about her as Minister of
Justice.

• comment: ”sie müssen echt hübsch sein…”
(EN: ”they must be really pretty...”) – Anno-
tation decision: not sexist because without
context it is not 100 % clear that ”sie” refers
to females, and if it does one cannot know if it
is meant pejoratively (and therefore sexist) or
not.

• comment: ”Einfach tief von unten hinein-
fahren und Batterien rausnehmen” (EN: ”Just
dive in deep from below and take out batter-
ies”) – Annotation decision: not sexist, how-
ever, it is a difficult case as a sexual act may
be referred to, but without context it is not as-
certainable.

4.2. Criteria to Identify a Comment as
Sexist

In the following, the criteria according to which a
comment is considered sexist are presented. Per
criterion an example is given, referred to as (Ex.
A.x). The respective examples can be found in
Appendix A (content warning: sexist comments!):

4.2.1. Generalizing stereotypes - attributions
to groups of women

Role stereotypes (Ex. A.1.1): generalizations
about certain roles that are better suited for
women, such as: (i) Women are better suited
for housework, parenting, social jobs, etc. (ii) A
woman should have long hair, wear skirts, and be
made up.

Attribute stereotypes (Ex. A.1.2): linking women
to some physical, psychological behavioral qual-
ities or likes/dislikes such as (i) Women always
feel offended/women put themselves in the victim
role. (ii) Women can not think logically and have
no place in science. (iii) Women are too weak for
certain jobs. (iv)Women choosemenwho are suc-
cessful and earn good money. (v) Women spend
the men’s money. (vi) Devaluation of supposedly
feminine qualities such as being soulful, caring,
sensitive, etc.

4.2.2. Reduction of a person to her
appearance (Ex. A.2)

(i) The appearance is praised or evaluated or ad-
dressed as something fundamentally necessary
for being a woman; (ii) the appearance is put in re-
lation to something, e.g., to the performance; (iii)
questioning a person’s femininity; (iv) body and fat
shaming.

4.2.3. Women as sexual objects (Ex. A.3)
(i) Statements about a person’s appearance that
sexualize; (ii) sexually charged terms; (iii) sala-
cious comments about a woman, either named in
the article the forum is related to or towards a fe-
male commenter.

4.2.4. Female connoted insult (Ex. A.4)
Certain terms, insults that have sexist connota-
tions.

4.2.5. Denigration of women, their
performance and women’s issues
(Ex. A.5)

Denial of female performance, denial of the exis-
tence of gender differences in salary, all kinds of
female attribution: (i) Denying that a woman got
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the job because of her qualifications by (a) call-
ing the woman a token woman, or (b) claiming she
slept her way up. (ii) Claiming that women choose
the ”wrong” education/fields of study and therefore
are not in leadership positions/are not success-
ful/earn less than men. (iii) Trivializing of problems
specific to women or of structural inequalities by
(a) dismissing inequalities and structural reasons
for the pay gap referring to the part-time rate; (b)
claiming that women voluntarily work part-time, so
it is their own fault that they earn less; (c) negat-
ing care work, much of which is done by women.
(iv) Disparagingly opposing gendering by (a) using
malapropism; (b) dismissing the effect of gender-
ing with abstruse arguments that women do not
want a gender-sensitive language anyway.

4.2.6. Downplay sexual violence and sexual
harassment against women (Ex. A.6)

(i) Perpetrator-victim reversal; (ii) presenting
#Metoo as nonsense in an unobjective way; (iii) as
a man, judge what falls under sexual harassment
against women; (iv) the woman uses allegations of
sexual harassment for a purpose that serves her.

4.2.7. Whataboutism (Ex. A.7)
Claiming that men are much more likely to be af-
fected by violence, women do not work in heavy
labourer’s jobs such as in construction, garbage
collection, etc.

4.2.8. Abortion (Ex. A.8)
(i) Abortion is equated with murder. The woman is
thus accused of criminal behavior that would pre-
sumably not be attributed to a man, since he does
not carry the child to term. (ii) The woman’s self-
determination is questioned or denied.

4.2.9. Misandry (Ex. A.9)
Given a sexist utterance against men, can the
male referent be replaced by a female referent
and does the resulting utterance fall under one of
the above categories? If yes, the utterance is as-
signed a sexism label from 1 . . . 4. For instance,
if “tote Männer” (dead men) in Ex. A.9 is replaced
by dead women it would be sexist against women,
because the comment generalises over a whole
group of individuals.

5. Annotator Agreement and Corpus
Analysis

Krippendorff Alpha over all annotations was 0.38
(nominal scale) and 0.64 (ordinal scale). After bi-
narization of the 5 possible annotations into 0 (for
no sexism) and 1 (for labels 1 . . . 4), Krippendorff
Alpha was 0.60. Overall agreement was 0.65 /
0.83 (binary) if macro averaged over all agree-
ments of pairs of annotators, and 0.67 / 0.83 (bi-
nary) if micro averaged over all pairs of annota-

tions. F1.0 macro over all 23660 pairs of anno-
tations was 0.40 / 0.81 (binary). Overall Cohen’s
Kappa was 0.39 / 0.64 (binary) if macro averaged
over all kappas for pairs of annotators. This in-
dicates that there was considerable difference of
opinion or difficulty in assigning the fine-grained la-
bels.
As shown in Table 2 the overall rate of assigned
positive labels (classes 1 . . . 4) was 0.33. Looking
at all pairs of annotations in the dataset the relative
frequencies of annotation pairs (confusion matrix)
is shown in Table 3. This illustrates the large rate
of disagreement among annotators, especially on
estimating the fine-grained degree of sexism (la-
bels 1 . . . 4).

0 1 2 3 4

0 0.524 0.032 0.036 0.015 0.002
1 0.032 0.014 0.020 0.009 0.001
2 0.036 0.020 0.052 0.037 0.007
3 0.015 0.009 0.037 0.045 0.017
4 0.002 0.001 0.007 0.017 0.014

Table 3: Relative frequency of annotation pair-
ings.

We deliberately did not decide on a final single
”best” label as the judgement on sexism may de-
pend on personal opinion and we believe it would
be wrong to assume there is a single correct value
for each instance. Other instances may have re-
ceived labels by mistake (e.g. misinterpretation of
the text or of the annotation guidelines). For cre-
ating a training set we used different strategies to
resolve disagreements (see Section 6).
To the best of our knowledge, this is the first Ger-
man language corpus related to sexism. The
corpus also differs from most other sexism cor-
pora in that it originates from the comments of a
site which is very strictly moderated and where
sexism/misogyny is present often in very subtle
ways or phrased ambiguously which can cause
disagreement between annotators about the pres-
ence and severity of the sexism in the comment.

5.1. Qualitative Analysis of Annotator
Disagreements

In the following, we discuss the 100 strongest dis-
agreements between 3 annotators. Recall, the
majority of comments was annotated by 3 annota-
tors, leading to 3 scores from 0 to 4. From these 3
numbers the mode, the median and a binary num-
ber (representing the majority vote sexist (+ coded
as 1, if two of the three annotators annotated a la-
bel from 1 . . . 4) versus non sexist (- coded as 0,
if two of the three annotators annotated 0). The
binary value provides us with the majority vote,



7734

mode and median tell us about the central ten-
dency, wherebymode is not always defined, i.e., in
those cases where each of the 3 annotators gave
a different number. As we already see from Ta-
ble 4, the majority of the top-ranking discrepancies
is when two of 3 annotators judged the comment
as sexist and one as not sexist. For instance in
20 cases, one annotator judged a comment as ex-
tremely sexist (4), one as strongly (3) and the third
one as not sexist (0). In 23 cases, the verdict was
extremely (4) versus mildly (2) versus not (0) sex-
ist. Another frequent case (18 out of 100) is when
two annotators judge a comment as not (0) sex-
ist whereas another one judges the comment as
extremely (4) sexist.

# labels mode/median binary
18 4 0 0 0/0 -
9 4 1 0 NA/1 +
23 4 2 0 NA/2 +
20 4 3 0 NA/3 +
4 4 4 0 4/4 +
9 3 0 0 0/0 -
14 3 2 0 NA/2 +
3 3 3 0 3/3 +

Table 4: The 100 most diverse annotations: dis-
tribution of label combinations (number # of in-
stances with label combination), measures of cen-
tral tendency (mode/median) and binary label.

From amanual inspection of all 100 comments, we
found that a larger portion of the ambiguous cases
is related to (i) sexualization such as female as
sexual actor or object, and relation to prostitution;
(ii) belittling or devaluation including: masculiniza-
tion of women, reference to their ugly looks, spite-
ful comments, the looks of the person show their
negative character, missing sexual attraction, de-
valuation because of the person’s sexual orienta-
tion, missing skills or intelligence, intelligence as
negative attribute, social climbing via sexual inter-
course, prostitution, women should go back to the
stove, and home work is no work.

6. Classification Models
The main purpose of creating a deployed classi-
fication model was to alert moderators both of in-
dividual sexist comments and article forums with
a high rate of potentially sexist comments. For
this reason, our main interest is a binary classi-
fier (original label 0 vs original labels 1 . . . 4). How-
ever, we also studied the performance of a model
for predicting the original label, both as seen as
a multiclass classification task and as an ordinal
regression task. Finally, we investigated if com-
bining both the binary and multiclass tasks into a
multi-task model would impair or improve the per-
formance of the individual tasks.

All models are based on a transformer architecture
(Vaswani et al., 2017) with one or two classification
heads on top of the pooling layer. We used the
pre-trained German BERT models gbert-base4
and gbert-large5 (Chan et al., 2020). For all
models, accuracy and F1.0-macro metrics where
estimated using 5-fold cross-validation with class-
stratified folds. 10% of the training set were used
as dev-set and this split was class-stratified as
well. Hyper-parameters were explored in a step-
wise process based on the first 6000 annotated ex-
amples as they became available. For this, man-
ually chosen values for a few hyper-parameters
were evaluated using 5-fold cross-validation and
grid search. For many parameters, however,
there was no clear best selection as the range of
F1.0-macro estimation results introduced merely
by choosing different random seeds was larger
or comparable to the changes in F1.0-macro es-
timation for different parameter values. In such
cases we chose an intermediate value among
those with similar estimates. The final set of hyper-
parameters used for all models described below
was mostly identical to the original default values:
BERT maximum sequence length 192, batch size
8, gradient accumulation: 1 batch, learning rate
7.5e-06, language model dropout rate 0.1 and no
layer-wise learning rate adjustment. The AdamW
optimizer with weight decay 0.01 and linear warm-
up during 200 training steps was used. For all clas-
sification heads we used an additional layer with
768 hidden units, ReLU and no dropout before the
actual output layer.
We evaluated the following single-head models:
Bin (binary classification), Multi (multiclass clas-
sification), Coral (multiclass classification using
an implementation of the CORAL ordinal regres-
sion model (Cao et al., 2020)); and the following
dual-head models: BinMulti (binary and multiclass
heads combined), BinCoral (binary and CORAL
heads combined). For each of these 5 models
we evaluated a variant based on the gbert-base
model (/B) and one based on the gbert-large
model (/L).
Table 5 shows the estimation results (accuracy
and F1.0-macro) on a training set where the orig-
inal and binarized targets where selected as the
most frequently assigned labels, falling back to
the highest most frequently assigned label or the
maximum assigned label. For dual-head multi-
task models there are two lines, showing the bi-
narymodel as head 1 (:1) and themulticlassmodel
as head 2 (:2). For the binary classifier, the dual-
head binary classifier in combination with the Coral
ordinal regression head, based on gbert-large
achieved the highest accuracy (0.767) and the

4https://huggingface.co/deepset/gbert-base
5https://huggingface.co/deepset/gbert-large

https://huggingface.co/deepset/gbert-base
https://huggingface.co/deepset/gbert-large
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best F1.0-macro result (0.741). For the original
multi-class data the same model also achieved
the (0.663), however the highest F1.0-macro re-
sult was achieved by the multiclass classifier from
the dual-head classifier in combination with the bi-
nary classifier, based on gbert-large (0.330). As
can be seen gbert-large based models consis-
tently achieved better results than models based
on gbert-base with regard to accuracy, and most
of the time with regard to F1.0-macro estimates.
There is some indication that multi-head/multi-
class training can benefit the quality of at least one
of the classification heads.

Model Accuracy F1.0 macro

Bin/B 0.738±0.005 0.712±0.014
Bin/L 0.748±0.050 0.674±0.154
Multi/B 0.578±0.045 0.320±0.016
Multi/L 0.633±0.026 0.313±0.087
Coral/B 0.634±0.022 0.260±0.016
Coral/L 0.657±0.014 0.261±0.055
BinMulti/B:1 0.729±0.017 0.705±0.015
BinMulti/B:2 0.576±0.027 0.310±0.017
BinMulti/L:1 0.759±0.020 0.733±0.017
BinMulti/L:2 0.607±0.025 0.330±0.021
BinCoral/B:1 0.735±0.018 0.707±0.012
BinCoral/B:2 0.652±0.007 0.256±0.021
BinCoral/L:1 0.767±0.014 0.741±0.015
BinCoral/L:2 0.663±0.010 0.275±0.023

Table 5: Accuracy and F1.0 macro estimates (±
standard deviation) for models trained on the most
frequent original (coral, multi) and binarized (bin)
sexism label.

Model Accuracy F1.0 macro

Bin/B 0.721±0.011 0.720±0.012
Bin/L 0.650±0.137 0.589±0.214
Multi/B 0.506±0.007 0.362±0.008
Multi/L 0.516±0.025 0.333±0.104
Coral/B 0.548±0.011 0.281±0.027
Coral/L 0.559±0.015 0.264±0.069
BinMulti/B:1 0.730±0.011 0.728±0.012
BinMulti/B:2 0.498±0.005 0.336±0.023
BinMulti/L:1 0.713±0.093 0.672±0.178
BinMulti/L:2 0.522±0.040 0.317±0.098
BinCoral/B:1 0.723±0.003 0.721±0.002
BinCoral/B:2 0.541±0.008 0.271±0.011
BinCoral/L:1 0.713±0.092 0.674±0.178
BinCoral/L:2 0.558±0.017 0.269±0.074

Table 6: Accuracy and F1.0 macro estimates (±
standard deviation) for models trained on the high-
est original (coral, multi) and binarized (bin) sex-
ism label.

We also trained the same set of models on a

training corpus where both the binary and multi-
class target was always selected as the highest
label assigned by any annotator (”when in doubt,
treat it as sexist/mysogynistic”). The results for
this experiment are shown in Table 6. On this
data, the best accuracy (0.730) and F1.0-macro
result (0.728) for the binary problem was achieved
by the binary classification head of the dual-head
model in combination with the multiclass-head,
based on the gbert-base model, the best multi-
class accuracy (0.559) was achived by the single-
head Coral ordinal regression model, based on
gbert-largewhile the best multiclass F1.0-macro
result was achived by the single head multi-class
model based on gbert-base. Some of the variants
achieved very similar results (e.g. Coral/L and Bin-
Coral/L:2). On this problem there is also less in-
dication of an improvement of gbert-large-based
over gbert-base basedmodels or dual-headmod-
els over single-head models.
The code for all experiments is based on the FARM
library6 and is available online7.

7. Conclusion
We have presented a dataset of approximately
8000 user comments from an Austrian German
online newspaper. Apart from labelling the data
on a binary level (sexist yes/no), the sexist class is
labelled with a subjective evaluation of the sever-
ity of the sexism expressed in the comment. Be-
cause of the multiple annotations (2 to 8 anno-
tators per comment), the corpus is also a valu-
able resource for the investigation of how to deal
with disagreement and modeling diversity of opin-
ion in machine learning. The corpus contains the
text of the comments (with no information to iden-
tify the author) as well as all original labels (with
no information about the annotator except their
self-identified gender), and the identification of the
source of the comment (cf. Section 3.1).
The data was collected for creating a deployed
classification model to alert moderators of individ-
ual sexist comments as well as of forums with
a high proportion of sexist comments. First ex-
periments were conducted with binary classifica-
tion models and models for predicting the origi-
nal label seen as multiclass classification or ordi-
nal regression tasks. The German BERT models
gbert-base and gbert-large and the CORAL or-
dinal regression model realized as single and dual
head models were tested. The results obtained
in those first experiments reflect the difficulty of
identifying subtle or ambiguous sexism/misogyny
in text and the F1.0 results are only a few per-
centage points below the F1.0 metric calculated

6https://github.com/deepset-ai/FARM
7https://github.com/OFAI/paper-lrec2024-code
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as inter-annotator agreement over the manual an-
notations.
Unlike most corpora about sexism and mysogyny
in other languages, this corpus does not focus
on mysogyny and sexism in the form of offensive
comments or strong language but rather contains
predominantly texts with subtle, ambiguous and
veiled forms of sexism on which human annotators
often disagree. As such, we believe it contributes
a valuable dataset for more research into how to
adaptmachine learningmodels to these properties
of a corpus.
We publicize the dataset with the hope that it will
be used not only for replicating and extending the
work on creating useful classification models from
it, but also to update or add to the labels or ex-
tend the corpus with additional texts in order to bet-
ter understand how people may disagree on what
should be considered to be sexism and misogyny.
For this reason, the dataset is made available as
a git repository which is meant to receive updates,
fixes or modified version by contributors and see
new releases in the future.
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9. Ethical Considerations and
Limitations

We have presented a dataset of sexist and
misogynous comments collected from forum com-
ments of an Austrian German language online
newspaper. The dataset was collected with the
aim of training classifiers that support the forum
moderators to monitor individual fora with regards
to arising sexist and misogynous discussions. Ac-
cording to the moderators, it is crucial that harmful
comments are identified early on in order to bring
back a discussion to a respectful tone. 20K to 50K
comments with rising tendency are made per day
in the newspaper’s forum, which is impossible to
manually monitor. Therefore, automatic monitor-
ing with the help of classifiers is a precondition for

8https://ofai.github.io/femdwell/
9https://austrianstartups.com/event/

call-fempower-ikt-2018
10https://ekip.ai/
11https://www.ffg.at/en

moderators to be able to intervene already at the
upcoming of a harmful and intimidating discourse.

Creating, maintaining and publicizing a respec-
tive training corpus requires ethical consideration
regarding affected individuals and groups when
collecting, cleaning and annotating the dataset,
when developing classifiers based on the dataset,
when deploying classifiers trained on the dataset,
when making publicly available the dataset and
the trained models and/or the code for model train-
ing. The annotators of the dataset risk to be
harmed by repeated exposure to sexist andmisog-
ynist utterances. Even though almost all annota-
tors are professional forum moderators and used
to handling sexist and misogynous comments,
regular monitoring is called for to watch for nega-
tive effects of excessive exposure to harmful con-
tent on individuals. To mitigate harmful effects,
the comments to be annotated were distributed in
patches of 100, sampled from a mix of sources
more or less likely to contain sexist utterances,
the same batch was given to at least 2 annotators,
the annotation process was organised in annota-
tion rounds with several patches and all annotators
of one round took part in regular check-ins with
the whole team. These and later check-ins dur-
ing the model development process also included
the researchers and developers of the classifier
models. Especially those who are involved in the
qualitative analysis of the model outcome might
be particularly affected by the exposure to harm-
ful content. Likewise, readers of the paper may
be negatively affected by the sexist content. The
exposure to sexist and misogynous content may
also lead to prejudiced discussions and the repro-
duction or reinforcement of harmful representation
stereotypes. To raise awareness of harmful con-
tent, content warnings are placed well before ex-
amples for sexist comments are presented in the
paper, cf. (Kirk et al., 2022). Forum users whose
comments are part of the dataset and forum users
who might be mentioned in the comments risk vi-
olation of their privacy. As countermeasures only
the comment texts (without reference to a forum or
a thread) are used and all potential user names,
at-mentions, URLs, email addresses are deleted.
After deployment of the trained model, forum
moderators need to be schooled how to inter-
pret themodel outcome, and their awarenessmust
be raised that the model decision is subordinate
to their human expert decision. Forum users,
on the one hand, benefit from the improved dis-
cussion climate in the forum. On the other hand,
some of themmay be puzzled because a comment
was deleted, and respective explanations should
be given. Therefore as part of the model deploy-
ment, it is essential that a concept and its technical
realization for informing forum users about moder-

https://ofai.github.io/femdwell/
https://austrianstartups.com/event/call-fempower-ikt-2018
https://austrianstartups.com/event/call-fempower-ikt-2018
https://ekip.ai/
https://www.ffg.at/en
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ation decisions is implemented. The public avail-
ability of the dataset allows other researchers
to take up and further extend the work. To bet-
ter understand the dataset, its capacity and limi-
tations, a datasheet is published together with the
dataset. Likewise, we strongly recommend to pub-
lish a model card (Mitchell et al., 2019) with each
model trained on the dataset. Despite the precau-
tionary measures indicated above, misuse cannot
be completely ruled out, including the risk of im-
proper use of the dataset in training sexist bots.
Limitations comments were annotated without
further context, thus, actually sexist comments
may be missed where the larger context (be it the
article a forum is related to, or the thread a com-
ment is part of) is decisive for the interpretation
of their content. The annotations are geared to-
wards a particular newspaper’s netiquette and fo-
rummoderation policy. In other contexts, other cri-
teria of what is considered sexist may hold and
what is the level or severity of the sexism ex-
pressed. Moreover, what counts as sexist or
misogynous and its expression is likely to change
over time, which requires the dataset as well as the
classifiers to be regularly updated. This, we hope
to achieve bymaking the dataset publicly available
and by supporting proper versioning.
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A sample comment is given for each criterion
listed in Section 4.2 to judge a comment as sex-
ist. The German examples are accompanied by
their translation into English.

A.1. Generalizing stereotypes -
attributions to groups of women.

A.1.1. Role stereotypes
Sample comment: ”Weiber sollen Kinder austra-
gen und sich um diese sorgen! Pasta!Sonst sie
zu nichts zu gebrauchen. Ein richtiges Weib im
wahrsten Sinne de Wortes ist sowieso eine Göttin
und der Mann göttlich. Feministinnen sind krank
und unbrauchbar und sogar böse!”
EN translation: ”Women should carry children and
take care of them! Pasta! Otherwise they are good
for nothing. A real woman in the true sense of the
word is a goddess anyway and the man divine.
Feminists are sick and useless and even evil!”

A.1.2. Attribute stereotypes
Sample comment: ”Als ob körperliche Attraktivität
bei Männern das maßgebliche Kriterium für eine
sexuelle Beziehung wäre. Männer müssen reich
und mächtig sein, Frauen schön. Das war seit je-
her so.”
EN: ”As if physical attractiveness were the deci-
sive criterion for a sexual relationship with men.
Men have to be rich and powerful, women beau-
tiful. It has been that way since the beginning of
time.”

A.2. Reduction of a person to her
appearance

Sample comment: ”Bei aller Tragik und Ern-
sthaftigkeit.... wir haben schon a fesche Justizmin-
isterin”
EN: ”With all tragedy and seriousness.... we defi-
nitely have a dashing Minister of Justice”

A.3. Women as sexual objects
Sample comment: ”Frauen wählten mehrheitlich
Biden ... würden aber für Trump alle Hüllen fallen
lassen.”
EN: ”Women voted in majority for Biden ... but
would drop all their clothes for Trump.”

A.4. Female connoted insult
Sample comment: ”Ich mag keine Kampfles-
ben,die sollte man mal allesamt wegsperren”
EN: ”I do not like combat lesbians, they should all
be locked away”

A.5. Denigration of women, their
performance and women’s issues

Sample comment: ”Frauen benutzen, Autos,
Smartphones, fahren über Brücken, die nicht ein-

stürzen. Aber Frauen machen keine Autos, sie
machen keine Smartphones, kaum eine Frau ver-
steht, warum eine Brücke stehen bleibt und nicht
einstürzt.”
EN: ”Women use, cars, smartphones, drive over
bridges that do not collapse. But women do not
make cars, they do not make smartphones, hardly
any women understand why a bridge stands and
does not collapse.”

A.6. Downplay sexual violence and
sexual harassment against women

Sample comment: ”Jetzt wissen wir wenigsten
welche Filmsternchen sich durchs Bett hochgear-
beitet haben. Nach 25 Jahren stockt die Kar-
riere also wird jetzt verklagt. Diese miese #Metoo
Hinrichtungskamapgne wird kläglich untergehen.
Aber medial ist sie ein toller Erfolg.”
EN: ”Now we know at least which movie starlets
have worked their way up through the bed. After
25 years the career stalls so now they sue. This
lousy #Metoo execution camapgne will go down
miserably. But media-wise it is a great success.”

A.7. Whataboutism
Sample comment: ”Lob für Frauenarbeit? Män-
ner bringen auch einen sehr großen Einsatz und
das wird an den Opferzahlen deutlich: Die meis-
ten Opfer sind Männer!!! Warum muss diese Un-
terscheidung immer sein? Ist das Selbstbewusst-
sein von Frauen so gering ausgebildet?”
EN: ”Praise for women’s work? Men also do a
great deal of work and that is clear from the num-
bers of victims: most of the victims are men!!!
Why does this distinction always have to be? Is
women’s self-awareness so poorly developed?”

A.8. Abortion
Sample comment: ”Also zuerst einmal ist Abtrei-
bung gleich Mord. Das heißt Abtreibung sollte
genauso bestraft werden wie Mord. Selbstbestim-
mung hat seine Grenzen. Es darf nicht ein an-
deres Lebewesen gefährdet werden egal wie selb-
stbestimmt man leben möchte.”
EN: ”So first of all, abortion equals murder. That
means abortion should be punished the same as
murder. Self-determination has its limits. Another
living being must not be endangered no matter
how self-determined one wants to live.”

A.9. Misandry
Sample comment: ”Wie der zweite Weltkrieg
zeigte, sind tote Männer das Beste, was einer
Gesellschaft passieren kann.”
EN: ”As World War II showed, dead men are the
best what can happen to a society.”
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