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Abstract 
According to the United Nations Development Programme, gender inequality is a metric that is composed of three 
dimensions: reproductive health, empowerment, and the labour market. Gender inequality remains major obstacle to equal 
opportunities in society as a whole. In this paper we present our work-in-progress of designing and playing a physical game 
with digital elements. We are currently conducting Conversation Analysis of transcribed speech of 58567 words and 
documenting bias. We are also testing OpenAI’s ChatGPT for bias in gender-related quiz questions.  
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1. Introduction 
At the European level, the European Index on Gender 
Equality1 (EIGE) indicates slow progress in this area, 
meaning that it would take at least 60 years to reach 
full equality in domains such as work, money, 
knowledge, power, time, and health. The EIGE score 
for the EU is 68.6 points out of 100 and the COVID-
19 pandemic has negatively affected the fragile gains 
made since 2010 (Gender Equality Index, 2022). 
According to the United Nations Development 
Programme, “the gender inequality index (GII) is a 
composite metric of gender inequality using three 
dimensions: reproductive health, empowerment, and 
the labour market. A low GII value indicates low 
inequality between women and men, and vice-
versa”2. 

With the main goal to deconstruct gender stereotypes 
and enhance research to support gender equality, two 
institutions in Luxembourg have been cooperating to 
design a physical game, called Gender Game (GG) 
integrating digital elements based on Digital Game-
Based Learning (DGBL) (see Prensky, 2003) and 
Games User Research (see Drachen et al., 2018). 
Stereotypes are “shared beliefs about personal 
attributes, usually personality traits, but often also 
behaviours of a group of people” (Leyens et. al., 
1994). 
In this paper, we describe an explorative user study 
with 72 children (8-12 years old), who played the GG 
and their participation, following all ethical principles, 
was recorded on video and audio. Our objective was 
to observe any bias from the children, when trying to 
answer on-the-fly a gender-related question. Here, 
we focus on the audio result of the study, which is a 
Luxembourgish corpus of ca. 7,5h and in transcribed 
form, of 58567 words in total. 

 

 
1 https://eige.europa.eu, 11.10.2023                  

The paper is structured as follows: in Section 2 we 
present some related work on language and gender 
discrimination as well as current limitations in gender 
bias in NLP. In Section 3 we introduce the GG 
providing details about the game workflow. Five GG 
sessions resulted in a Luxembourgish corpus, which 
is described in Section 4. Sections 5 and 6 concern 
our limitations and overall discussion about games 
research and gender bias. 

2. Related Work 
We present some related work on gender bias in 
linguistics, Natural Language Processing (NLP), and 
large language models (LLMs). Menegatti & Rubini 
(2017) highlighted that language is one of the most 
powerful means through which sexism and gender 
discrimination are perpetrated and reproduced. It is 
very common that masculine nouns and pronouns are 
often used with a generic function to refer to both men 
and women and they believe that such linguistic forms 
have the negative effects of making women disappear 
in mental representations. 

According to Stanczak & Augenstein (2021), who 
presented a survey of 304 papers on gender bias in 
NLP, there are four main limitations of mitigating 
gender bias: i) most research treats gender as a 
binary variable neglecting its fluidity and continuity, ii) 
most of the work has been conducted in English or 
other high-resource languages, ii) most of the newly 
developed algorithms do not test their models for bias, 
and iii) methodologies developed in this line of 
research are flawed covering very limited definitions 
of gender bias and lacking evaluation baselines and 
pipelines. Sun et al. (2019) also highlighted that 
mitigating gender bias is more prominent in the 
English language and suggests applying existing 
methods or devising new techniques in other 
languages, particularly morphologically rich 
languages. Sun et al. (2019) named certain datasets 
which evaluate models trained for specific tasks for 

2https://hdr.undp.org/data-center/thematic-composite-
indices/gender-inequality-index#/indicies/GII, 10.10.2023 

https://eige.europa.eu/
https://hdr.undp.org/data-center/thematic-composite-indices/gender-inequality-index#/indicies/GII
https://hdr.undp.org/data-center/thematic-composite-indices/gender-inequality-index#/indicies/GII
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gender bias (e.g. Rudinger et al., 2018; Webster et 
al., 2018, Zhao et al. 2018) as “Gender Bias 
Evaluation Testsets” (GBETs). Those GBETs are 
used to predict accuracies relating to the probing 
concept between gender-swapped data points.   

Compared to the above datasets, our corpus is in the 
low-resource language Luxembourgish and includes 
dialogue in realistic conditions, containing real, 
general conversation speech data of children and a 
moderator, while discussing gender-related matters 
during a physical game. 

When it comes to large language models (LLMs), as 
Gross (2023) correctly mentions in her review of 
ChatGPT from a social perspective, biases live in the 
training data: whatever the LLM finds, ingests and 
uses is often already laden with biases and these 
biases are absorbed back into the model. Bias can be 
categorized in LLMs based on various types: 
demographic (e.g., gender, race, or age), cultural 
(e.g., stereotypes), linguistic (e.g., English), temporal 
(e.g., period applicable to the training data), 
confirmation (e.g., seeking out information that 
confirms certain beliefs), or ideological & political 
(e.g., favouring certain political perspectives or 
ideologies) (Ferrara, 2019). Particularly about gender, 
LLMs openly discriminate, when it comes to ranking 
intelligence and creates gender-based disadvantages 
when it comes to hiring and education (Singh & 
Ramakrishnan 2023). 

3. Gender Game 
The motivation of designing the “Gender Game” is to 
raise awareness about gender inequality by 
deconstructing gender stereotypes. To date, the GG 
has been played over 120 times, mainly at exhibition 
fairs, childcare centres, youth houses, schools, and 
museums. The GG is designed mainly by researchers 
in socioeconomic research. It has been built from 
scratch as a physical giant square board game 
(3x3m) and works in Q&A mode in four areas where 
gender stereotypes persist inspired by EIGE: work, 
knowledge, power, and society. 

Fig.1 shows the GG setting in a science centre, where 
is currently installed as a permanent exhibit. The 
players are distributed in teams, and they sit on the 
floor, while the moderator stands in the middle of the 
circle. A player rolls a physical dice, moves a pawn3 
in one of the four areas (work, knowledge, power, 
society), and draws a question card from the 
moderator in relation to this area. The question is then 
displayed on a bigger screen in all three official 
languages of Luxembourg (French, German, 
Luxembourgish) and in English. The moderator, a 
senior sociologist and native Luxembourgish, 
discusses during the GG with the children in 
Luxembourgish. Noteworthy is that when the children 
are not confident speaking in Luxembourgish, the 
discussion is made in one of the other languages. 

 
3 Gender neutral pawns of cat, fox, dog and hedgehog are 
used in the GG. 

There are 144 cards corresponding to a total of 144 
questions and answers prepared in advance; 48 were 
designed for children, 48 for youths, and 48 for adults, 
with 12 questions per area for each age group. The 
questions are concerned with gender distribution in 
research, in politics, at workplace, at household, to 
name just a few. Most questions concern 
Luxembourg, but there are also generic questions, 
such as When is the International Day of Women and 
Girls in Research? Noteworthy is that we include 
questions about both genders, e.g. When is the 
International Men’s Day? to avoid discrimination. The 
form of the questions is usually close-ended 
questions (often multiple-choice), but there is also a 
voting system (through tablets), quizzes, and 
questions stimulating senses (taste, smell). The 
answers are almost always accompanied by a 
diagram or a picture and always with a reference, 
either a scientific publication or a statistics report, 
usually by Eurostat. Through this, the audience learns 
how research produces scientifically validated results. 

One of the main goals of the GG is to contribute to 
making players more familiar with scientific topics and 
methods, develop their knowledge and skills, and 
change their attitudes in terms of gender stereotypes. 
To measure these outcomes, the user study protocol 
includes: i) immediate quantitative and qualitative 
impact (through analyses of ex-ante and ex-post 
questionnaire), ii) medium-term impact (lasting 
impact) (submitted up to 30 days after the game), iii) 
situational judgement questions (quantitative and 
qualitative through voting system on questions), and 
iv) verbal & non-verbal communication of the attitudes 
during the GG. In this paper, we focus on the iv) part 
and particularly, the verbal communication. The 
analysis of non-verbal communication has been 
already published (Anastasiou et al., 2023) and 
showed that verbally confirmed gender stereotypes 
are also highlighted through gestures, mainly iconic, 
while a lot of emblems (winning gestures) have been 
used to highlight the children’s emotions (when 
winning a point by correctly answering a question). 

 
Figure 1: GG setting in a Science Centre 
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4. Luxembourgish corpus 
The user study was conducted in October-December 
2022 at three public schools and two public childcare 
centres in Luxembourg. All participants were between 
8-12 years old. Each session had 15-20 children split 
into 4 groups. One experimenter had contacted the 
teachers in advance regarding the duration of the 
session and the learning benefit. All ethical principles 
were strictly followed. Because the sessions would be 
recorded on video, consent forms were required from 
the children’s parents or legal guardians in advance. 

The moderator used an audio recorder and three 
GoProTM cameras were installed and recording audio 
and video of the whole duration of GG sessions. 
Afterwards, a Luxembourgish native student manually 
transcribed the audio data having as main source the 
audio recorded files and as secondary source, the 
videos, to double-check inaudible speech. The 
transcribed speech comprises of 58567 words. The 
transcription of the first session is attached with this 
paper. The whole Luxembourgish corpus will be 
shared with the community, so that other researchers 
can test it for sentiment analysis, opinion mining, 
coreference resolution or other NLP tasks. It should 
be noted that the vocabulary of Luxembourgish has a 
substantial number of loan words from French and 
German, but the morpho-syntax follows Germanic 
patterns (Gilles & Moulin, 2003; Anastasiou, 2023). 

4.1 Conversation analysis for bias 
Conversation Analysis (CA) is an empirically based 
approach to understanding conversation; data 
collection and analysis play an important role in the 
CA approach (Liddicoat, 2021). Our provided corpus 
includes naturalistic data, i.e. naturally occurring 
interactions, which would have happened anyway 
(and not interactions which have been contrived by 
the researcher for the purposes of doing research). 
Through the data analysis in CA, we decipher 
meaning, and learn about power dynamics and social 
structures embedded within spoken language. 

In our corpus we documented bias 59 times and 
below (Table 1) we present a few examples which 
show bias. We present the GG question and an 
excerpt of the dialogue between the moderator and 
the children.  

GG question: Who is Nadia Nadim? Is she a professional football player, 
a secretary, or a medical student? 
Answer from GG audience:  
Kand 1/Meedchen : Secretaire, well keng Ahnung. 
Moderator: Keng Ahnung? 
Kand 1/Meedchen: Nee, mee ech mengen dat einfach sou. 
Moderator: “...” Du mengs dat einfach sou?  Huet een eng Ahnung? 
Kand 2/Jong: Also ech mengen dat och, dat zweet do, well den Numm 
klengt éischter bëssen méi no Sekretäre oder esou.  
Child 1/Girl: Secretary, because I have no idea.  
Moderator: No idea? 
Child 1/Girl: No, but I just think so.  
Moderator: "..." You just think that? Does anyone have any idea? 
Child 2/Boy: So I think that too, the second one there, because the name 
sounds a little more like secretaries or something like that. 

Table 1: Human bias during GG – name association 

The bias in this example is that the name Nadia 
Nadim “sounds like secretaries or something like 
that.” In the same example, we also see the 
phenomenon of unjustified bias “I just think so”. Some 
other examples (out of context) documented in our 
corpus are: “In a divorce, children stay with the mum, 
because the father is not responsible”, “Men work 
more”, “Gils are smarter than the boys”, etc. Another 
example follows: 

GG question: 
Who helps children at home more with homework: mothers or fathers?"  
Child: The mothers! 
Moderator: Why do you think it's mums who do homework and not dads? 
Child: Because they're better at it! 
Moderator: Really! Aren't dads good at maths or other subjects? 
Child: Yes, but mums are better at looking after children! 
Moderator: Where did they learn to look after children? 
Child: Nowhere, they're good at looking after children, because they're 
women! 

Table 2: Human bias during GG – parental roles 

The example in Table 2 shows that stereotypical 
gender roles are operative in the perception of 
children: “mothers look after children, because they 
are women”; becoming aware of them is the first step 
in breaking them. Based on our CA, the bias of 
children is often unjustified, i.e. “just because!” or 
based on observations, “in my family/class..”, “when I 
walk in the streets I see more men etc.”. In GG, the 
focus is not so much on the question & answer or the 
scientific results, but rather the exchanges stimulated 
by the moderator that helps to deconstruct gender 
stereotypes. Discussions within GG provide an 
opportunity to compare points of view, personal 
experiences, observations, and knowledge. They also 
allow children to listen, express themselves, argue, 
and change their opinions.  

4.2 Bias in Generative AI 
Bias is one of the mains concerns of generative AI 
(GAI) and OpenAI’s ChatGPT has been often tested 
on bias. ChatGPT is more likely to be perceived as 
male than female (Wong & Kim, 2023) and manifests 
a preference for left-leaning viewpoints (Rozado, 
2023). We believe that GAI can play an important role 
in DGBL and particularly in the future development of 
GG. We decided to test Open AI’s ChatGPT 3.5 for a 
35 questions of GG; the criterium of selecting these 
was that the gender stereotype is implicit in the 
statement or question. The objective was to test 
whether the answer would include bias and if yes, of 
what kind. We found that particularly for the GG 
questions in quiz form, ChatGPT exhibited mainly 
demographic bias. See two characteristic examples 
below about age (Table 2) and gender (Figure 1). 

GG question: Sam is a baby born in 2016. His parents are 32 
and 34 years old. In your opinion, how old is the dad? 
ChatGPT answer: If Sam was born in 2016, and his parents are 
32 and 34 years old at the time of his birth, we can calculate the 
father's age by subtracting 32 (the mother's age) from 34 (the 
father's age). This would mean the father is 2 years older than 
the mother. Therefore, the father is 34 years old at the time of 
Sam's birth in 2016. 

Table 3: ChatGPT’s age bias – ageism  
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In the question we did not reveal if the mother is 32 
and the father 34 or the other way around. The 
question was exactly about this point: which gender is 
the younger and which the older parent. The answer 
of ChatGPT takes for granted that the older parent is 
a male, which is a clear ageism.  

 

Figure 1: ChatGPT’s bias – CEO  
 

Another example with bias regarding gender and 
CEO position is shown in Figure 1 above. ChatGPT 
unfortunately assumes that the CEO is a male person 
and when we triggered ChatGPT with the question 
“Can the CEO not be his mother” immediately 
ChatGPT redescribed the statement in a gender-
neutral way, apologized, and thanked the user for 
pointing out the bias. 

We also tested a GG question about distribution of 
gender in workplace. We experienced that ChatGPT 
could not answer questions in a clear way despite the 
fact the data is indeed freely available on the Web.  

GG question: Among the cross-borders commuting to Luxembourg for 
work, are there more men or more women? 
ChatGPT answer: It is difficult to provide up-to-date statistics on the 
gender breakdown of cross-border commuters working in Luxembourg 
because these numbers can vary from year to year. The number of cross-
border commuters depends on various factors, including the job 
market, economic conditions, and other social factors. The gender 
breakdown of cross-border commuters can also vary depending on the 
specific occupation or industry [..]. For current and more detailed 
information on the gender distribution of cross-border commuters in 
Luxembourg, you should contact the relevant government authority 
or statistical agency that maintains such data. 

Table 4: ChatGPT’s unclear answer 

As we see in Table 3, ChatGPT performs very well in 
providing reasons, but without giving a clear answer. 

It often provides valid factors including the phrases “X 
depends on various factors,…” to justify the answer. 
It also provides generalized information about cross-
border commuters from other (non-defined) countries. 
Moreover, it is used to provide suggestions: “For 
current and more detailed information on 
Luxembourg, you should contact the relevant 
government authority or statistical agency that 
maintains such data”. We have tried also in other 
languages (the three official languages of 
Luxembourg), but the answer was unfortunately 
mostly the same unclear one. 

5. Conclusion and limitations 
In this work-in-progress paper, we introduced a 
physical game with digital elements, which is played 
in science centers and exhibition fairs. Its goal is to 
tackle gender inequality by deconstructing gender 
stereotypes. We recorded five GG sessions including 
72 participants. The dialogue includes naturalistic 
data, and the conversation depends a lot on the group 
dynamics of each group. One drawback for statistical 
purposes is that not the same questions are played 
between the different sessions to have a comparison 
study. The GG has been designed to raise awareness 
about gender equality as a whole, and not to 
deliberately elicit gender-biased data. The speech 
transcription is particularly challenging, since the 
speech includes dialogue in-the-wild including 
limitations (particularly in our study involving children), 
such as: i) children talk with low voice, ii) children talk 
in parallel in groups and not one by one, iii) children 
talk over others or also all together. 

6. Discussion 
Mitigating gender bias in society must be one of our 
objectives, in general. In Academia, Cislak et al. 
(2023) regards the bias against women as a 
documented phenomenon that has had detrimental 
consequences for the quality of science research. 
DGBL and Games User Research can play a crucial 
role to change minds, particularly of children, where 
stereotypes should not be perpetuated. Mitigating 
gender bias is both a sociological and an engineering 
problem. The GG was designed by researchers in 
socioeconomics and tackles gender inequality 
through interactive dialogue between a moderator 
and audience. Phillips et al. (2023) call both games 
and play research community to discuss the 
appropriateness of using GAI in both digital games, 
and our own academic works. From our corpus, we 
documented that bias by children is often unjustifiable 
or based on their own experience. This is understand-
dable, since they do have not yet the cognitive skills 
to analyze all factors which can lead to this situation. 
On the other side, the bias by LLMs (ChatGPT in 
particular) is more implicit and the answers often 
unclear. Mitigating gender bias means bringing 
together experts from various disciplines, including 
computer science, social sciences, humanities, and 
ethics in order to foster a comprehensive 
understanding of the potential biases associated with 
AI applications. 
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There are many promising paths about integrating 
GAI into GG, e.g. integrating an LLM for facilitating the 
children before answering the question, creating more 
GG questions and updating references (currently 
manual and time-consuming task), and many more.  

As far as future prospects are concerned, we will test 
the Luxembourgish speech transcription tool4 created 
by the Centre for Luxembourgish Language as well as 
the test the sentiment engine for Luxembourgish by 
Sirajzade et al. (2020).  
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8.1 Extra space for ethical 
considerations and limitations 

All ethical implications were strictly followed. The 
consent form is 4 pages long. Only when the consent 
forms by the children’s parent were duly signed, the 
GG sessions took place.

 

 
4 https://demo.schreifmaschinn.lu/, 16.10.2023  

https://eige.europa.eu/publications-resources/publications/gender-equality-index-2022-covid-19-pandemic-and-care
https://eige.europa.eu/publications-resources/publications/gender-equality-index-2022-covid-19-pandemic-and-care
https://eige.europa.eu/publications-resources/publications/gender-equality-index-2022-covid-19-pandemic-and-care
https://demo.schreifmaschinn.lu/

