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Abstract
We present a corpus of 100 documents, named OBSINFOX, selected from 17 sources of French press considered
unreliable by expert agencies, annotated using 11 labels by 8 annotators. By collecting more labels than usual, by
more annotators than is typically done, we can identify features that humans consider as characteristic of fake news,
and compare them to the predictions of automated classifiers. We present a topic and genre analysis using GATE
Cloud, indicative of the prevalence of satire-like text in the corpus. We then use the subjectivity analyzer VAGO, and
a neural version of it, to clarify the link between ascriptions of the label Subjective and ascriptions of the label Fake
News. The annotated dataset is available online at the following url: https://github.com/obs-info/obsinfox
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1. Introduction

One of the challenges raised by fake news is that
the very notion of fake news is multidimensional.
It includes fabrication, satire, but also mistaken re-
ports, and often just biased or partisan information
(Tandoc et al., 2018; Gelfert, 2018; Zhou and Za-
farani, 2018).

Notwithstanding that complexity, algorithms
trained to detect fake news typically rely on datasets
involving just two labels, such as “biased” vs “legiti-
mate” (viz. ISOT1), with no indication of the type of
fake news in question, let alone the cues used to
explain the labels. In order to get reliable detectors
of fake news, however, it matters to use datasets
and labels that are sufficiently precise in order to
inform classifiers along several dimensions. Some
multi-label fake news datasets are available, such
as LIAR (Wang, 2017) (6 labels), or the Brazilian
dataset of (de Morais et al., 2019) (4 labels). In
the former, labels qualify levels of truth (following
the politifact.com guidelines) and in the in the
latter, the legitimate-biased distinction is crossed
with the presence or absence of satire. However,
except for that feature, these labels do not pertain
to stylistic information.

In this paper, we report on the constitution and
annotation of a corpus of French press named OB-

1https://onlineacademiccommunity.uvic.
ca/isot/#datasets

SINFOX, selected from websites categorized by
expert organizations as unreliable, and so as good
candidates to include biased, exaggerated, or even
factually false statements. While OBSINFOX is lim-
ited in size (100 documents), our goal was to obtain
a rich dataset, by considering 11 labels for annota-
tion, and then by asking 8 annotators to annotate
it.

The aim was twofold: on the one hand, we intend
to identify which labels are most informative of the
status of a text. On the other, we are interested in
finding the cues in those texts that best explain their
classification by humans and then by machines as
containing fake news or not.

Section 2 explains the selection of the corpus
OBSINFOX, the choice of the labels, and the guide-
lines and method for collection of the annotations.
Section 3 gives an analysis of the topics and genres
of the corpus using GATE Cloud, and Section 4
presents an analysis of the human annotations and
their relations. In Section 5, finally, we examine the
way in which the label “Fake News” is ascribed in
relation to other labels, in particular to “Subjective”,
“False” and “Exaggerated”. Toward that goal, we
use the text analyzer VAGO to relate scores of lin-
guistic subjectivity with human scores on the label
“subjective”. We validate this approach by using a
neural version of VAGO, trained on a distinct corpus
“FreSaDa” (Ionescu and Chifu, 2021), of satirical
news.

https://github.com/obs-info/obsinfox
politifact.com
https://onlineacademiccommunity.uvic.ca/isot/#datasets
https://onlineacademiccommunity.uvic.ca/isot/#datasets
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2. Corpus and Labels

• Fake News: the article describes at least a false
or exaggerated fact.

• Places, Dates, People: the article mentions at
least one place, date or person.

• Facts: the article reports at least one fact, i.e. a
state of affairs or event, which may be true or false.

• Opinions: the article expresses at least one opin-
ion.

• Subjective: the article contains more opinions
than facts.

• Reported Information: the information of the arti-
cle is reported by another person or source, and is
not directly endorsed.

• Sources Cited: the article cites at least one
source, for at least one fact.

• False Information: the article contains at least
one false fact.

• Insinuation: the article suggests a certain reading
of a fact, without saying so explicitly.

• Exaggeration: the article describes a real fact with
exaggeration.

• Offbeat Title: the article has a misleading headline
not accurately reflecting the content of the article.

Figure 1: Description of the 11 labels selected for
the annotation task.

The dataset OBSINFOX was compiled from on-
line sources of French press presented as unreli-
able and prone to propagating fake news by News-
Guard2 and Conspiracy Watch3 in particular. The
time period covered goes from 2010 to 2023, but
is mostly focused on the 3 last years. Exactly 100
articles were selected for the study. That sample
originated in a larger corpus of 54,845 online arti-
cles, itself the result of keeping only the 17 most
popular French sources among the 40 involved
in an original corpus of 101,200 articles. A pilot
study involved the selection of 906 articles within
the 54,845 articles in order to conduct a first human
annotation task with 4 annotators and 26 labels.
We used the TfidfVectorizer transformer to
pre-select 120 articles among the 54,845 articles,
half of which with a probability of reporting fake
news above .8 according to the predictor, half with
a probability below .2. Among those 120, 100 were
retained after elimination of 20 articles too short or

2https://www.newsguardtech.com/
3https://www.conspiracywatch.info/

uninterpretable, with 49 predicted to be fake news,
and 51 not. A detailed list of the press sources in-
cluded can be found in the README file available
on the OBSINFOX repository.

For the labels, Figure 1 presents them in the or-
der in which annotators had to mark them, with a
summary of their definition. The selection of the
labels was based on prior meetings, during which
the annotators iteratively discussed the procedure
and the annotation manual including the definitions
provided in Figure 1. The annotators eventually
agreed on 11 labels after discussing a broader set
of 26 labels coming from the pilot study on 906
articles mentioned in section 2. Another decision
was to allow only binary responses instead of more
answer types (such as “I don’t know”), but partici-
pants were authorized to leave personal comments
(eventually removed from the dataset).

The labels distinguish “Fake News” from “False
Information", and define the former more widely
(as involving falsity or exaggeration), to distinguish
plain falsities (“Obama was not born in the USA”)
from cases of exaggeration involving partially true
facts (“inflation skyrockets everywhere"). The label
“Offbeat Title" is linked to clickbait detection, usually
a marker of exaggeration or distortion. The label
“Opinion” looks for the occurrence of at least one
opinion sentence, “Subjective” concerns whether
opinions are prevalent over objective reports. The
labels “Places, Dates, People" and “Facts" are used
to assess whether an article reports at least a fac-
tual piece of information or only the author’s opinion.
The presence of location, temporal, or nominal in-
formation allows fact-checking systems to process
the article, in contrast to articles containing only
opinions (Guo et al., 2022). “Reported Informa-
tion” and “Sources Cited” are related and can help
identify if the information is directly endorsed by
the writer and if it comes from secondary sources.
Beside “Exaggeration”, the label “Insinuation” was
also included to detect indirect derogatory tech-
niques (such as dog-whistle).

The 8 annotators included the designers of the
experiment (7 male, age range from 29 to 76). Only
one of them had seen the texts prior to annotating,
in order to upload them on the platform. Annota-
tors didn’t have access to the url to avoid bias by
source, unlike in other datasets (ISOT or Horne and
Adali 2017). The resulting dataset does not present
aggregate data (as do PolitiFact and GossipCop,
Shu et al. 2018) but includes individual annotations
grouped by annotator, to give access to individual
variability and allow for more refined analyses.

3. Topic and Genre Analysis

Analyses of the corpus were conducted after se-
lection, using pretrained tools made available by

https://www.newsguardtech.com/
https://www.conspiracywatch.info/
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GATE Cloud.4 More precisely, the topics and gen-
res of articles were detected using an ensemble
of mBERT models (Wu et al., 2023). These tools
have been chosen because of their accessibility
and the good performance they achieved during the
SemEval 2023 Task 3. The distributions of topics
is shown in Figure 2, left. Topics are diverse, but
nearly half of the articles deal with Politics and with
Health and Safety, followed by Security Defense
and Well-being, and Religious, Ethical and Cultural
topics.

Figure 2: Topic and genre distribution in the corpus.

Figure 3: Persuasion techniques by genre.

To further our analysis, we categorized the dif-
ferent articles into genres, following the three-way
news categorization proposed by (Piskorski et al.,
2023) into opinion pieces, pieces aiming at objec-
tive news reporting, and satire pieces, also using
the tools provided by GATE (Figure 2, right). Half of
the chosen articles are written in a satire-like style
(only stylistically, as no real satire involving humor
is present in the corpus). This confirms the obser-
vations made in (Horne and Adali, 2017) about the
prevalence of caricature and exaggeration in fake
news. Within each type, we looked at the manipula-
tive persuasion techniques inventoried in (Piskorski
et al., 2023), based on the taxonomy proposed by
(Da San Martino et al., 2020) for propaganda. They
include 23 techniques in total, falling into 6 main

4https://cloud.gate.ac.uk/

groups, including so-called manipulative wording,
distraction, attack on reputation, call (to act or think),
simplification, and [partisan or biased] justification
(see Figure 3).

The distributions of persuasion techniques are
approximately the same for opinion articles and for
satire-like articles. They differ by the number of
persuasion techniques used by articles, with opin-
ion and satire-like containing respectively a mean
of 3.4 and 4.6 persuasions techniques by article.
In the reporting articles, less diverse persuasion
techniques are found, which is to be expected as
they are more factual. However, the number of per-
suasion techniques found is relatively high (2.3 per
article) for a factual content, even if it is lower than
for opinion pieces.

4. Human Annotations

In order to assess the quality of annotations, we
measured the inter-annotator agreement among
the 8 human annotators, using two distinct mea-
sures. First we calculated Fleiss’s kappa for each
document, in order to shed light on the overall re-
liability of their collective judgments. For the 11
annotation labels given in Figure 1, we obtained a
mean value per document of κ = 0.4659074, show-
ing moderate agreement between annotators of the
panel.

The second method we used, displayed in Fig-
ure 4b, consisted of rescaling the percentage of
agreement between annotators: for each docu-
ment, we computed the proportion x of answers
equal to 1, rescaled by the function returning the
value α = |2x − 1|. The rescaling implies that
when only half of the annotators agree on a label,
the level of agreement is 0. When 75% go in the
same direction, agreement is 0.5, and a value of
.7 or above indicates 85% of agreement or more.
Compared to Fleiss’s kappa, the rescaling method
is easier to interpret and sheds light on the inter-
annotator agreement per article for each of the 11
labels. In addition, Pearson’s calculation shows
that both metrics are very well correlated (r = 0.94,
p = 3.06e− 46).

As Figure 4b shows, all labels reached a mean
value above .5. The label “Facts” shows the highest
agreement, and the label “Insinuation" the lowest.
Other labels of particular interest for us, concretely
“Fake news”, “False Information”, “Opinions”, and
“Subjective”, all reach a mean score above .6, with
the highest level for “Subjective” (0.715).

Figure 4a shows how much on average a label
was used across the 100 articles by each annotator
(mean of means). The label “Fake News” reaches a
mean of .38, hence below the proportion predicted
at selection, and below the percentage of Satire

https://cloud.gate.ac.uk/
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(a) Mean inter-annotator scores per label.

(b) Mean inter-annotator agreement per label.

Figure 4: Mean scores and agreement by label
(error bars=standard error of the mean).

found by GATE Cloud.5 “False Information”, with
a mean of .23, is ascribed less than “Fake News”,
consistently with their definition.

Figure 5 (top) displays the correlation between
the 11 labels and shows that the labels that cor-
relate the most are “Subjective”, “Opinion”, “Insin-
uation”, “Exaggeration”, “Fake News”, and “False
Information”. Figure 5 (bottom) also reports, from
the 800 judgment profiles, the proportion of a
row label A that is (asymmetrically) associated
with a column label B. 59% of items tagged as
“Fake news” are tagged as “False Information”, ver-
sus 96% of “False Information” tagged as “Fake
News”. The proportions of “Exaggeration”/“Fake
News”/“False Information” tagged as “Subjective”
are 89%, 86%, 88%. Conversely, the proportion
of “Subjective” documents tagged as “Exaggera-
tion”/“Fake News”/“False Information” is 66%, 54%,
34%. This indicates that while the inference from
“Fake” or even “False” to “Subjective” is strong, the
converse inference from “Subjective” to “Fake” and
“False” is weaker.

5However, a comparison between the labels of the
predictor used for selection and majorities on the label
“Fake News” shows low accuracy of 0.40, 0.40 and 0.36
respectively for levels of agreement α = .5,= 0.75 and
= 1.

Figure 5: Correlation matrix between the 11 labels
(top), and percentage of a row label satisfying a
column label (bottom).

5. Ascriptions of “Fake News”

In light of the associations between the labels “Fake
News”, “Exaggeration”, and “Subjective”, and to
understand the linguistic cues picked by annota-
tors, we used an automated detector of subjectiv-
ity in texts, the VAGO tool, applied on larger cor-
pora to relate the occurrence of subjective lexicon
in text with the detection of fake news (Guélorget
et al., 2021; Icard et al., 2023b). For a given text,
VAGO computes three scores, a score of vague-
ness, a score of opinion, and a score of relative
detail compared to vagueness. VAGO does not in-
corporate any world-knowledge, but checks for the
occurrence of markers of subjectivity (including first-
person pronouns, exclamation marks, and terms of
exaggeration or slurs among evaluative adjectives),
as well as markers of objectivity (named entities in
particular).

VAGO produces a score of linguistic subjectivity
that previous studies have found positively corre-
lated with the label “biased” in news articles (Guélor-
get et al., 2021; Icard et al., 2023a), and a score
of detail-vs-vagueness that previous studies have
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found negatively correlated with the label “satirical”
(Icard et al., 2023a). Hence, we hypothesized that
larger VAGO scores of opinion should predict higher
use of the labels “Subjective”, and “Opinions”. For
“Fake News”, however, we expect a weaker associ-
ation, since falsity is a separate component of that
label as defined in the annotation guide.

To test those hypotheses, we calculated the cor-
relation between the VAGO scores for each docu-
ment in the corpus and the mean inter-annotator
scores for the labels “Subjective”, “Opinions”, “Ex-
aggeration”, “Fake News”, and finally, “False In-
formation”. We used two sets of VAGO scores:
those produced by the expert system VAGO, and the
scores produced by a neural clone VAGO-N. This
neural version VAGO-N combines the “CamemBERT-
base” French version (Martin et al., 2019) of the
BERT model (Devlin et al., 2018) (Batch Size=5,
Learning Rate=1e-05, Epochs=5) with 3 regres-
sion layers and 3 MSE loss functions to predict
the scores of vagueness, opinion and detail of
sentences. Building the model consisted of us-
ing the VAGO scores on the 141,137 sentences
of the French corpus “FreSaDa”6 (Ionescu and
Chifu, 2021), making the following random selec-
tion: 99,022 sentences for training, 21,219 sen-
tences for validation and 21,219 sentences for
test. We obtained high performance for the three
scores as indicated by the Root Mean Square Error
(RMSE) measures: 0.026 for vagueness, 0.028 for
opinion, and 0.083 for detail. We obtained similar
performances by comparing VAGO with VAGO-N on
the 100 articles (see Table 1), and generally, found
close correlation scores between the two versions
of VAGO across the labels tested (Figure 6).

RMSE sentences level articles level
vagueness 0.048 0.012
opinion 0.036 0.010
detail 0.118 0.046

Table 1: Root Mean Square Error between VAGO
scores and VAGO-N scores, at sentence level
(N=2,445) and at article level (N=100).

Regarding our hypotheses, we computed cor-
relations between the three VAGO scores and the
mean scores for the labels “Subjective”, “Opinions”,
“Exaggeration”, “Fake News” and “False Informa-
tion”, using both VAGO and VAGO-N. Here we report
the VAGO-N case only, as both versions give very
similar results. As shown in Table 2, we found posi-
tive correlations between scores of vagueness and
opinion and the labels “Subjective”, “Opinions”, and
“Exaggeration”, but not for “Fake News” and “False
Information”. For all cases, however, we found a

6https://github.com/adrianchifu/
FreSaDa

Figure 6: Pearson correlations between the mean
opinion score per article provided by VAGO and
VAGO-N and the mean inter-annotator score for the
label “Subjective”.

negative correlation between the score of detail to
vagueness and the labels. The correlations are
weak to moderate, but in the order of magnitude
found in previous studies, and even higher in the la-
bels “Opinions” and “Subjective” directly connected
to VAGO’s opinion score. These results confirm
that there is a stronger association between VAGO
markers of opinion and assessments of texts as
“Subjective” than between those scores and assess-
ments as “Fake News”, a distinction not visible in
(Guélorget et al., 2021)’s analysis of the ISOT-False
corpus, in which “Biased” was an annotation used
indistinctly to refer to both “Fake News” and “Opin-
ions” pieces that may not be fake.

vague opinion detail
Subjective 0.294∗∗ 0.339∗∗∗ −0.380∗∗∗

Opinions 0.266∗∗ 0.342∗∗∗ −0.358∗∗∗

Exaggeration 0.217∗ 0.300∗∗ −0.232∗

Fake News 0.134 0.201 −0.261∗∗

False Information 0.080 0.139 −0.303∗∗

Table 2: Pearson correlations between labels’
mean scores and VAGO-N scores (∗, ∗∗, and ∗∗∗

indicate p-value < .05, < .01, < 0.001).

6. Conclusion

With only 100 documents, the corpus presented
here is limited to train a classifier, but it is valuable
in virtue of its rich set of annotations, and it can be
used for further regression analyses concerning the
ascription of the label “Fake News” relative to other
labels. The analyses confirm that linguistic markers
of subjectivity explain part of the variance in the
ascription of labels such as “Subjective”, “Opinion”,
“Exaggeration”, but also “Fake News”. Some labels
in our study turns out to be uninformative (“Facts”,
“Places”), while others could be included (“Satirical”,
to check for presence of humor). We refer the
readers to the follow-up study (Faye et al., 2024),
in which an adjusted set of 11 labels is used to
analyze propaganda press.

https://github.com/adrianchifu/FreSaDa
https://github.com/adrianchifu/FreSaDa
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Limitations

All annotators have a higher-education degree (5
years or more after graduation), not necessarily
representative of a larger and more diverse popu-
lation.
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