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Abstract
This work investigates the acquisition of formal linguistic competence by neural language models, hypothesizing
that languages with complex grammar, such as Basque, present substantial challenges during the pre-training
phase. Basque is distinguished by its complex morphology and flexible word order, potentially complicating grammar
extraction. In our analysis, we evaluated the grammatical knowledge of BERT models trained under various
pre-training configurations, considering factors such as corpus size, model size, number of epochs, and the use
of lemmatization. To assess this grammatical knowledge, we constructed the BL2MP (Basque L2 student-based
Minimal Pairs) test set. This test set consists of minimal pairs, each containing both a grammatically correct and an
incorrect sentence, sourced from essays authored by students at different proficiency levels in the Basque language.
Additionally, our analysis explores the difficulties in learning various grammatical phenomena, the challenges posed
by flexible word order, and the influence of the student’s proficiency level on the difficulty of correcting grammar errors.
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1. Introduction

Neural Language Models (NLMs) based on the
Transformer architecture have demonstrated effec-
tiveness in acquiring skills related to human lan-
guage use. These skills encompass two primary
competencies: formal linguistic competence, which
focuses on lexis and grammar, and functional lin-
guistic competence, which involves cognitive skills
such as reasoning and world knowledge essential
for understanding and using language in real-world
contexts. While NLMs exhibit proficiency in both
areas, their performance is particularly remarkable
in formal linguistic competence (Mahowald et al.,
2023b).

NLMs typically acquire these diverse abilities and
skills during the pre-training process, leveraging
patterns found within training corpora. Focusing
on the learning of formal linguistic competence,
involving lexis and grammar, one might hypothe-
size that a language with a more complex gram-
matical structure poses a greater challenge dur-
ing the pre-training phase. It becomes pertinent,
then, to examine how different pre-training param-
eters —like corpus size, number of epochs, and
model size— affect the process of grammar learn-
ing. In this study, we turn our attention to Basque,
a language that, like many others, is character-
ized by its complex morphology (see Table 3) and
flexible word order (For example, ”The cat ate the
mouse” in Basque can be formulated in six differ-
ent orders: ”Katuak sagua jan zuen”, ”Katuak jan
zuen sagua”, ”Sagua jan zuen katuak”, ”Sagua kat-

uak jan zuen”, ”Jan zuen sagua katuak”, ”Jan zuen
katuak sagua”.). These features could, in theory,
complicate the grammar learning process.

In our analysis, we compared the grammatical
knowledge of models trained under various pre-
training configurations, all utilizing the BERT archi-
tecture. To assess this knowledge, we constructed
the BL2MP (Basque L2 student-based Minimal
Pairs) test set. We constructed this test set based
on essays written by students enrolled in Basque
courses. These essays contained teacher-provided
corrections of grammatical mistakes, facilitating the
extraction of pairs of uncorrected and corrected
sentences. Utilizing these pairs, we developed the
BL2MP. The grammatical phenomena highlighted
in this test set, therefore, reflect the common chal-
lenges encountered by these learners.

The variables examined in the different pre-
training configurations include:

• Training corpus size: How does the size of
the training corpus influence grammar learning
performance?

• Model size: Does increasing the number of
model parameters enhance grammar learn-
ing?

• Multi-epoch training: Is grammar learning bol-
stered by multiple training epochs?

• Tokenization: In inflectional languages like
Basque, does lemmatization-based tokeniza-
tion aid in grammar learning?
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Additionally, we analyzed the relationship be-
tween the grammar learning process and the fol-
lowing variables:

• Word order: Does a flexible word order com-
plicate the learning process?

• Grammatical phenomena: Are certain gram-
matical phenomena more challenging to learn
than others?

• L2 student proficiency: Is there a link between
the proficiency level of L2 students and the
NLM’s difficulty in learning specific grammati-
cal phenomena?

The BL2MP dataset, along with the pre-training
corpora (both raw and lemmatized), pre-trained
models, and evaluation code is publicly available1.

2. Related Work

2.1. NLMs and Grammar

Since the introduction of pre-trained Language
Models with BERT (Devlin et al., 2019), several
authors have proved that BERT is able to learn lin-
guistic features like syntax and semantics (Tenney
et al., 2019a; Jawahar et al., 2019; Niu et al., 2022).
Zhang et al. (2021) shows that a pre-training corpus
of 10M to 100M words is enough for a language
model to acquire the linguistic capacities of syntax
and semantics, much less than what is needed for
commonsense reasoning and factual knowledge.
Moreover, NLMs are not only able to learn the gram-
mar of a single language, Chi et al. (2020) provides
evidence that mBERT learns universal represen-
tations of syntactic dependencies and Acs et al.
shows that these multilingual NLMs learn morpho-
logical information during the pre-training.

Huebner et al. (2021) and Cagatan (2023) exam-
ine the grammatical knowledge of small RoBERTa
models (Liu et al., 2019) trained on 5M and 10M
word corpora of language acquisition data, and they
state that NLMs acquire grammatical knowledge
comparable to that of a pre-trained RoBERTa-base,
despite having significantly fewer parameters and
requiring far less pre-training data.

Sinha et al. (2021) shows that NLMs are surpris-
ingly word order invariant and success on down-
stream tasks mostly due to their ability to model
higher-order word cooccurrence statistics. In con-
trast, Papadimitriou et al. (2022) proves that NLMs
learn grammatical features which are needed in
cases where lexical expectations are not sufficient
and word order is crucial.

1https://github.com/orai-nlp/bl2mp

2.2. Evaluating Grammar Knowledge of
NLMs

There are several approaches to evaluating the
English grammar knowledge of NLMs, leading to
the creation of various datasets for this purpose.

One of them is CoLA, The Corpus of Linguistic
Acceptability (Warstadt et al., 2019), which is in-
cluded as a binary classification task in the GLUE
benchmark (Wang et al., 2018). Another simi-
lar dataset is Mixed Signals Generalization Set
(MSGS) (Warstadt et al., 2020b), which contains
20 ambiguous binary classification tasks, suited for
evaluating NLMs on linguistic features using the
edge-probing technique (Tenney et al., 2019b).

However, both of these datasets rely on fine-
tuning the NLMs for a binary classification task,
which diverts from assessing the grammar knowl-
edge NLMs acquire during pre-training. Conse-
quently, other datasets have been proposed to eval-
uate NLMs using zero-shot approaches, which rely
on the concept of minimal pairs.

The first benchmark of linguistic minimal pairs for
English was BLiMP (Warstadt et al., 2020a), which
includes minimal pairs of sentences that differ in a
single grammatical aspect while holding all other
linguistic factors constant. These sentences can be
scored by NMLs (perplexity, loss...), and then com-
pared, to measure the grammatical knowledge and
syntactic abilities of NLMs. More recently, supple-
mentary tasks have been published in the context
of the babyLM shared task (Warstadt et al., 2023).

Moreover, there is also the Grammar Test Suite
Huebner et al. (2021), comparable to BLiMP, which
contains pairs of test sentences which isolate spe-
cific phenomena in syntax and morphology.

2.3. NLMs and Grammar of Non-English
Languages

Most of the works and datasets on the topic focus
on English, but evaluating the grammatical knowl-
edge of NLMs is language-dependent, and each
language raises its own challenges. Therefore,
there have been several works to build similar min-
imal pair datasets, inspired by BLiMP, for other lan-
guages: CLiMP (Xiang et al., 2021) and SLING
(Song et al., 2022) for Chinese, Alrajhi et al. (2022)
for Arabic, JBLiMP for Japanese (Someya and Os-
eki, 2023) and LINDSEA for Indonesian and Tamil
(Leong et al., 2023).

In addition, there are other datasets following
the approach of CoLA, RuCoLA (Mikhailov et al.,
2022) for Russian and ScandEval (Nielsen, 2023)
for Danish, Swedish, Norwegian Bokmål, Norwe-
gian Nynorsk, Icelandic and Faroese.

Lastly, the only related work for Basque that we
are aware of is by Ravfogel et al. (2018), where
they demonstrate that LSTMs can capture agree-

https://github.com/orai-nlp/bl2mp
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ment2 in Basque. However, they also note that this
task is more challenging compared to its English
counterpart.

3. Dataset

The concept of Minimal Pairs, integral to the BLIMP
dataset (Benchmark of Linguistic Minimal Pairs)
(Warstadt et al., 2020a), serves as a linguistic
benchmark aimed at evaluating the grammatical
and syntactic capabilities of language models.
BLIMP features sets of sentences, termed mini-
mal pairs, that differ in just one grammatical as-
pect. Each pair contains a grammatically correct
sentence alongside one that contains an error, al-
lowing for the assessment of a language model’s
proficiency in discerning between these subtly dis-
tinct sentences.

In this paper, we introduce the BL2MP test set,
designed to assess the grammatical knowledge
of the Basque language, inspired by the BLIMP
benchmark. The BL2MP dataset includes exam-
ples sourced from the bai&by3 language academy,
derived from essays written by students enrolled
at the academy. These instances provide a wealth
of authentic and natural grammatical errors, rep-
resenting genuine mistakes made by learners and
thus offering a realistic reflection of real-world lan-
guage errors.

We randomly selected 1,800 sentences from stu-
dent essays provided by the bai&by academy, ad-
hering consistently to the ”minimal pairs” criterion.
To ensure a balanced diversity, we ensured an
equal distribution of examples across three profi-
ciency levels4 (A: Beginner, B: Intermediate, and C:
Advanced) and three error types (E1: Declension,
E2: Verb, E3: Structure and Order) , as shown in
Table 1. This approach aimed to represent a vari-
ety of proficiency levels and error types within the
dataset. Examples of a minimal pair for each error
type are included in Table 2.

E1: Declension
In Basque linguistic morphology, a distinctive

feature presents itself through declension, a gram-
matical phenomenon involving the attachment of
suffixes to all phrases in a sentence. These suf-
fixes serve as substitutes for prepositions, with
each one corresponding to a specific grammati-
cal case. These cases are defined by interrogative
pronouns that establish relationships such as ’who’,
’to whom’, ’in whom’, ’with whom’, ’by whom’, ’for
whom’, ’where’, ’from whom’, among others. Im-
portantly, each case includes three unique forms,

2verb number prediction and suffix recovery
3https://www.baiby.com/en/
4https://www.coe.int/en/web/common-european

-framework-reference-languages/level-descriptions

Types Levels # of sentences

E1: Declension
A 200
B 200
C 200

E2: Verb
A 200
B 200
C 200

E3: Structure
and order

A 200
B 200
C 200

Total 1,800

Table 1: Statistics of the BL2MP test set according
to levels (A, B, C) and grammatical error types.
Each type contains 600 sentences at three different
levels, for a total of 1,800 sentences.

varying based on whether it denotes a singular,
plural, or indefinite entity.

E2: Verbs
The verb-related errors in the dataset span five

main dimensions:
Person: Person in verb conjugation refers to the
grammatical category that indicates the relationship
between the subject and the verb, who is perform-
ing the action.
Number: Number in verb conjugation refers to
whether the subject is singular or plural.
Tense: Tenses in Basque indicate different mo-
ments in time when the action of the verb occurs
(present tense, past tense, imaginary tense).
Mood: Basque verbs can also convey the
speaker’s attitude or intention towards the action.
The indicative mood expresses facts or statements
in a neutral way. The subjunctive mood is used to
express desires, purposes, or intentions.
Aspect: The aspect of a verb indicates whether
the action is completed or ongoing. Basque has
three main aspects: completed, incomplete, and
event.

E3: Structure and Order
The third category of errors pertains to the struc-

ture and order of sentences in the Basque lan-
guage. Within this category, the errors are divided
in two major classes.

The first concerns the grammatically correct uti-
lization of sentence order. It is important to note
that, like most agglutinative languages (Mahowald
et al., 2023a), Basque exhibits considerable flexi-
bility in the ordering of sentence elements (Laka,
1996). However, this flexibility is notably con-
strained within certain syntactic constructs, such
as noun phrases (Laka, 1996).

The second aspect of structural errors relates
to the sequencing of elements in compound sen-
tences, which includes a variety of structures such
as completive sentences, indirect interrogative sen-

https://www.baiby.com/en/
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tences, relative sentences, and others.

4. Methodology

4.1. Pre-training Corpora
Zhang et al. (2021) demonstrate that a pre-training
corpus ranging from 10M to 100M words is enough
for a language model to acquire most of the linguis-
tic capacities of syntax and semantics in English.
Thus, we selected three Basque corpora within this
range. We employed the pre-training datasets de-
fined by Urbizu et al. (2023), comprising 5M, 25M
and 125M words, which keeps a constant increase
rate among them. Regarding the domain of the
texts, the corpora are a mix of 75% news and 25%
text from Wikipedia.

4.2. Model Architecture
We employ three sizes of BERT models: BERT12L,
BERT8L and BERT4L, with 12, 8 and 4 hidden lay-
ers5 respectively.

We use a cased sub-word vocabulary comprising
50K tokens trained6 using the unigram-based sub-
word segmentation algorithm proposed by Kudo
(2018). The resulting models have 124M, 51M, and
16M parameters, respectively. Models were trained
using default hyperparameters7, applying whole-
word masking at Masked Language Model (MLM)
training (with a dup-factor8 of 10), with a batch of
256 and a sequence length of 512, for around 500K
steps on a v3-8 TPU.

We trained each model up to the 2n epochs
closer to 500K steps. BERT models trained with
the 125M words dataset were trained for 640,000
steps (512 epochs), the models for the 25M dataset
for 512,000 steps (2048 epochs) and the models
for the 5M dataset for 409,600 (8192 epochs). In
every case, the warm-up was set at 6.25% of the
training in alignment with the recommendations by
Izsak et al. (2021), translating to 40,000 steps (32
epochs) for the 125M, 32,000 steps (128 epochs)
for the 25M, and 25,600 steps (512 epochs) for the
5M word corpus.

4.3. Evaluation Method
To evaluate sentences using the BERT architec-
ture, we chose to score entire sentences follow-
ing the methodology proposed by Salazar et al.
(2020). This approach allows for the assess-
ment of the linguistic competence of NLMs in a

5shrinking other parameters in proportion (hidden di-
mension, number of attention heads, etc.)

6trained for each pre-training corpora
7lr = 1e−4, β1 = 0.9, β2 = 0.999, L2 w.d.=0.01
8Number of times to duplicate the input data (with

different masks).

supervision-free manner, and it does not handicap
models trained with predicting unmasked tokens
(e.g. BERT, RoBERTa) as other alternative meth-
ods like holistic scoring (Zaczynska et al., 2020)
does.

The scoring method introduced by Salazar
et al. (2020) computes the Pseudo-log-likelihood
(PLL) scores from NLMs. These scores are de-
rived by summing the conditional log probabilities
logPMLM (wt ∣W /t) of each token in a sentence.
This process involves masking each token wt in
turn with the [MASK] token in BERT and then com-
puting the probability of the original token given the
rest of the sentence context W∖t.

PLL score for sentence W would be:

Where Θ stands for the parameters of the model.
We used the toolkit minicons9 Misra (2022) to

compute the the PLL scores of the sentences. We
calculate the PLL scores for both grammatically in-
correct and grammatically correct sentences in the
test set. For each minimal pair, we compared the
two obtained PLL scores, considering it a correct
identification if the grammatically correct sentence
received a higher score than the incorrect one. Sub-
sequently, we calculated the accuracy based on
the proportion of minimal pairs correctly identified.

We discarded example pairs that have an un-
equal post-tokenization length as done in Zaczyn-
ska et al. (2020) for German, to ensure that results
are not affected by differences in length measured
in number of tokens.

5. Experiments

5.1. How do Corpus Size, Model Size and
Epochs Affect Learning Grammar?

In this first experiment, we compared various mod-
els that resulted from different configurations used
during the pre-training of BERT models. These
configurations varied in terms of corpus size and
the number of parameters in the model. The ob-
jective of this experiment was to understand how
the performance in grammar learning changes in
relation to the size of the training corpus and to
determine whether an increase in the model’s pa-
rameters enhances grammar learning.

Additionally, we examined when models begin
to learn grammar by evaluating various check-
points and observing whether training over multiple
epochs benefits grammar learning.

9https://github.com/kanishkamisra/
minicons

https://github.com/kanishkamisra/minicons
https://github.com/kanishkamisra/minicons
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Error-type Unacceptable Example Acceptable Example
E1: Declension ”Nik oso pozik nago.” ”Ni oso pozik nago.” (I am very

pleased.)
E2: Verb ”Nik daukat zure autoaren

giltzak.”
”Nik dauzkat zure autoaren
giltzak.” (I have your car keys.)

E3: Structure and Order ”Balkoitik oso ederra bista
daukat.”

”Balkoitik oso bista ederra
daukat.” (I have a wonderful
view from the balcony.)

Table 2: Examples of grammatically unacceptable and acceptable instances for each type of error, with
the English translations of the acceptable examples provided in parentheses. Errors and corrections are
underlined.

To achieve this objective, we trained a BERT
model of each size described in Section 4.2 (12, 8,
and 4 layers) using each of the pre-training corpora
(5M, 25M, and 125M words) mentioned in Section
4.1. Figure 1 presents the accuracies obtained
on the BL2MP test set across different pre-training
checkpoints for the nine models. Tables containing
results are available in Appendix A.

In our experiments, approximately one-third of
the examples were discarded during evaluation be-
cause the sentence pairs had varying lengths after
tokenization.

The charts show how increasing the pre-training
corpora size significantly improves the performance
of the models on the BL2MP test set. On the con-
trary, improvement derived from increasing model
size is more limited. There is a considerable
gain by increasing model size from BERT4L to
BERT8L. However, further increasing the model
size to BERT8L yields minimal additional gains.

For each model, we observe that accuracy ini-
tially starts around 50% (equivalent to random
guessing), decreases during the first epochs, and
then begins to increase as the model starts learning
towards the end of the warm-up phase, as indicated
by the pre-training and development loss curves.
This improvement continues until it reaches the
optimal level for each model, occurring at differ-
ent epochs. Notably, the larger the dataset, the
sooner this improvement in BL2MP performance is
observed within the epochs. It is not only beneficial
but also necessary to train for multiple epochs to
learn Basque grammar, especially in the context
of the low-resource pre-training corpus scenarios
examined here. During the pre-training of some
models, signs of overfitting are evident, particu-
larly in models trained on the 5M dataset and, to
a lesser extent, in the largest model trained on
the 25M dataset, as seen in the development loss
curve. However, this overfitting does not appear to
hinder grammar learning.

As previously noted, BERT8L significantly out-
performs BERT4L across all corpus sizes. How-
ever, increasing the model size from BERT8L to
BERT12L does not yield substantial accuracy im-

provements. Therefore, to minimize the number
of experiments, we chose to proceed with a single
model size, selecting BERT8L for its lower compu-
tational resource requirements and relatively minor
performance difference compared to BERT12L.

There are test sets similar to BLIMP for various
languages, as outlined in subsection 2.3. Nonethe-
less, each test set is developed using distinct
methodologies and focuses on particular linguis-
tic phenomena. Consequently, the difficulty levels
across these test sets are not comparable, which
prevents us from comparing the results obtained
on them with each other and with our test.

5.2. Are some Grammatical Phenomena
Harder to Learn for NLMs?

In Section 5.1, we observe that BERT models
are capable of acquiring grammatical knowledge,
which improves with the size of the pre-training
corpora. However, is the learning of certain gram-
matical phenomena more challenging than others?

To address this, we analyzed the performance of
the BERT8L model, specifically focusing on the dif-
ferent types of grammatical errors from the BL2MP
dataset, which reflect the involved grammatical phe-
nomena. These error types are: Declension (E1),
Verb (E2), and Structure and Order (E3). The re-
sults for each of these error types are presented in
charts a, b, and c of Figure 4.

The charts show that the three grammatical er-
ror types are learned around the same epochs for
each model, but they do not reach always the same
accuracies. The BERT8L trained with the 5M word
corpus, performs better at structure and order (E3)
than at declension (E1) and verbs (E2), reaching
83.3 at E3 at the 1024th epoch, while getting 79.0
and 77.4 accuracy at E1 and E2 respectively.

The charts indicate that the three types of gram-
matical errors are learned by each model around
the same epochs, yet they do not consistently
achieve the same accuracy levels. Specifically,
the BERT8L model trained on the 5M word corpus
provides better performance in Structure and Order
(E3) compared to Declension (E1) and Verbs (E2).
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(a) BERT4L-eu5M (b) BERT4L-eu25M (c) BERT4L-eu125M

(d) BERT8L-eu5M (e) BERT8L-eu25M (f) BERT8L-eu125M

(g) BERT12L-eu5M (h) BERT12L-eu25M (i) BERT12L-eu125M

Figure 1: Accuracies at BL2MP for the BERT12L, BERT8L and BERT4L models pre-trained with corpora
of 5M, 25M and 125M each, during training epochs (exponential scale). Each model is trained for around
500K steps (see Section 4.2). Grey lines represent the normalized (Min-max) loss during pre-training on
the training and development sets.

It reaches an 83.3 accuracy in E3 by the 1024th
epoch, whereas it gets 79.0 and 77.4 accuracy in
E1 and E2, respectively.

5.3. Do the Struggles of L2 Students
Correlate with BERT?

In this experiment, we aim to determine whether
there’s a correlation between student proficiency
levels and the difficulty NLMs face in learning gram-
matical errors associated with those levels. To
achieve this, in Figure 2, we present the accuracies
of BERT models with 8 layers (BERT8L) trained
on corpora of 5 million, 25 million, and 125 million
words. These accuracies are categorized by the
L2 proficiency levels of the students from whom the
BL2MP examples were collected.

The charts indicate that NLMs learn grammat-
ical phenomena from students of all proficiency
levels simultaneously, achieving similar learning
milestones around the same epoch for each pre-
training dataset size. However, the NLM’s perfor-
mance on Set A, which includes grammatical er-
rors made by lower-level L2 students, surpasses its

performance on Sets B and C. This discrepancy di-
minishes when the pre-training corpus expands to
125 million words, at which point the model shows
comparable proficiency in handling minimal pairs
from all difficulty levels. Despite the expectation
that Set C, representing more advanced student
errors, would be more challenging than Set B, the
BERT model with 8 layers (BERT8L) demonstrates
similar performance on both sets across the various
sizes of pre-training corpora.

5.4. Does Flexible Word Order Hinder the
Task of Learning Grammar?

In this experiment, we aim to determine whether
the flexible word order hinders the learning pro-
cess of Basque grammar during the pre-training
phase. Specifically, we want to check if the NLMs
accurately learn the grammatical phenomena pre-
sented in minimal pairs, regardless of the variations
in sentence word order.

To analyze this issue, we extract a subset of 200
minimal pairs from the BL2MP test set, which we
refer as 200_BL2MP_1. This test set contains only
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(a) BERT8L-eu5M (b) BERT8L-eu25M (c) BERT8L-eu125M

Figure 2: Accuracies on BL2MP obtained by BERT8L trained with 5M, 25M and 125M word corpora,
separated by the L2 student proficiency level of the example. Grey lines represent the normalized (Min-
max) loss during pre-training on the training and development sets.

(a) BERT8L-eu5M (b) BERT8L-eu25M (c) BERT8L-eu125M

Figure 3: Accuracies obtained by BERT8L-eu trained with 5M/25M/125M corpora for 200 pairs including
single variation of word order (Accuracy-single word order) for 200 pairs including two variations of word
order (Accuracy-two word orders).

one word-order variant for each minimal pair. From
200_BL2MP_1, we construct a second test set by
adding a new grammatically equivalent pair with
a different word order for each existing pair. For
instance, from the pair (Katuak sagua jan zuen. |
Katuak sagua jan zen.), we generated the new pair
(Sagua katuak jan zuen. | Sagua katuak jan zen.).
We refer to this second test set as 200_BL2MP_2,
which includes two word order variants for each
pair: the original (e.g., Katuak sagua jan zuen. |
Katuak sagua jan zen.) and the new one created
manually (e.g., Sagua katuak jan zuen. | Sagua
katuak jan zen.).

Subsequent evaluations are conducted on the
200_BL2MP_1 and 200_BL2MP_2 test sets. In
the evaluation of 200_BL2MP_1, accuracy is cal-
culated based on a single word order variant per
pair (Accuracy-single word order in Figure 3). In
contrast, the evaluation on 200_BL2MP_2 consid-
ers both word order variants for accuracy calcula-
tion (Accuracy-two word orders in Figure 3). This
means that for a minimal pair to be counted as
correct, the NLM must accurately solve both word
order variations. For more details, see Appendix B,
which contains Tables with numerical results.

The graphs indicate that BERT8L-eu25M and
BERT8L-eu125M (as shown in charts b and c of
the Figure 3) are capable of identifying the same
grammatical error across different sentence rear-
rangements with minimal loss (approximately 2.5

points) compared to identifying the error in a sin-
gle word order. This loss is more pronounced for
BERT8L-eu5M, which exhibits a gap of 5.1 points
(as shown in charts a of the Figure 3), suggesting
that flexible word order poses a greater challenge to
the learning of Basque grammar, particularly when
pre-training data is insufficient.

5.5. Does Lemmatization Help to Learn
Grammar in an Agglutinative
Language?

While simply employing a standard sub-word vocab-
ulary usually is good enough for languages without
a complex morphology, machine translation models
and NLMs for agglutinative languages can benefit
from lemmatization (Pan et al., 2020; Mohseni and
Tebbifakhr, 2019; Nzeyimana and Rubungo, 2022),
which helps NLMs learn better the grammatical reg-
ularities and patterns, especially in low resource
settings (Pan et al., 2020).

In light of this, we aimed to investigate this ap-
proach with the Basque language to determine
whether lemmatization enhances the grammar
learning process of BERT models.

To achieve that objective, we preprocess the
corpora using Eustagger, a morphological ana-
lyzer and Part-of-Speech tagger for Basque (Ezeiza
et al., 1998), to segment each word into its lemma
and declension suffix (refer to Table 3 for an exam-
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(a) BERT8L-eu5M (b) BERT8L-eu25M (c) BERT8L-eu125M

(d) BERTlemma−8L-eu5M (e) BERTlemma−8L-eu25M (f) BERTlemma−8L-eu125M

(g) BERT[lemma]−8L-eu5M (h) BERT[lemma]−8L-eu25M (i) BERT[lemma]−8L-eu125M

Figure 4: Accurary results by grammatical phenomena on BL2MP, for the BERT8L models trained with
5M, 25M and 125M word corpora, and their lemmatized counterparts. E1: Declension, E2: Verb, E3:
Structure and order. Charts g, h and i contain the total accuracies of the a-d, b-e and c-f chart pairs. Grey
lines represent the normalized (Min-max) loss during pre-training on the training and development sets.

ple). Through this segmentation, focused specif-
ically on nouns and adjectives, we aim to reduce
the morphological complexity of Basque to levels
more comparable to those of languages without
complex declension, such as English or Spanish.

The morphology of suffixes corresponding
to the same grammatical declension case is
not uniformly regular (e.g., ’Atean dago -> ate
NUMS_MUGM_INE dago’, ’Aldapan dago -> Al-
dapa NUMS_MUGM_INE dago’). To standardize
this morphology, we adopt the most frequently oc-
curring suffix in the corpus as the representative
suffix for each morphosyntactic category. In the
case of NUMS_MUGM_INE (inessive singular), for
example, the suffix ’an’ is the most common in the
corpus. Consequently, the segmentation for the
aforementioned examples would be: ’Atean dago
-> ate an dago’ and ’Aldapan dago -> Aldapa an
dago’.

In this experiment, we evaluated three BERT8L

models trained on 5M, 25M, and 125M word cor-
pora, respectively, comparing their performance on
both the original and lemmatized versions of the
corpora. The results are depicted in Figure 2 and

Source Etxeko atean dagoa

Lem. and morph. Etxe NUMS_MUGM_GEL
ate NUMS_MUGM_INE
dago

Segmentation Etxe ko ate an dago
a [It] is at the door of the house

Table 3: Example of morphological segmenta-
tion applied prior to tokenizing the pre-training
corpora. Morphosyntactic tags are replaced
by corresponding representative suffixes
(’ko’ for ’NUMS_MUGM_GEL’ and ’an’ for
’NUMS_MUGM_INE’). ’NUMS_MUGM_GEL’
denotes the genitive singular of place, and
’NUMS_MUGM_INE’ the inessive singular.

Appendix C.
The charts reveal that BERT models trained on

lemmatized texts slightly outperform their counter-
parts trained on the original texts (charts g, h&i),
with more than a 2-point improvement observed
in the model trained on the 5M corpus. However,
the advantage of lemmatization diminishes with
larger corpus sizes. For the 25M corpus, lemmati-
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Model Corpus Acc.
BERT8L-eu25M 25M 91.5
BERT8L-eu125M 125M 94.7
BERT12L-eu125M 125M 95.6
BERTeus 225M 94.8
Roberta-euscrawl-B 289M 95.9
Roberta-euscrawl-L 289M 95.5
ElhBERTeu-medium 350M 95.4
ElhBERTeu-base 350M 96.5
mBERT ∼30M 58.9
XLM-RoBERTa base unk. 75.1
XLM-RoBERTa large unk. 82.4
IXAmBERT 225M 94.4

Table 4: Accuracy results at BL2MP for monolin-
gual and multilingual MLM models for Basque.

zation enhances accuracy by only half a point, and
it does not provide any advantage over the original
text model for the 125M corpus, which achieves an
accuracy of 94.7%.

When we look in depth at the results of the mod-
els trained on 5M words by error type (as illus-
trated in charts a&d), it’s observed that the base
model excels in handling E3 (Structure and Order)
errors more effectively than E1 (Declension) and E2
(Verb) errors. However, with lemmatization applied,
while performance on E3 errors remains consistent,
there’s a slight increase in accuracy for E2 errors,
narrowing the gap with E3. Moreover, a significant
enhancement is noted in E1 errors, with lemmati-
zation leading to superior performance compared
to both E2 and E3 errors.

As the size of the pre-training corpus increases
to 25M (charts b&e), the distinctions among error
types and the enhancements from lemmatization
lessen, and they disappear entirely for the 125M
corpus (charts c&f).

5.6. Comparison with Published BERT
Models

Lastly, we evaluate most of the publicly avail-
able monolingual and multilingual NLM models
for Basque on the BL2MP evaluation dataset
we created in this work. Table 4 includes the
accuracies of the three best performing mod-
els of this work, monolingual NLM models for
Basque such as BERTeus (Agerri et al., 2020),
ElhBERTeu-base∣medium (Urbizu et al., 2022),
Roberta-euscrawl-base∣large (Artetxe et al., 2022),
and multilingual NLM models as mBERT (Devlin
et al., 2019), XLM-RoBERTa base∣large (Conneau
et al., 2019) and IXAmBERT (Otegi et al., 2020).

As Table 4 shows, every monolingual model (ex-
cept BERT8L-eu25M) obtains similar results, with
an accuracy of around 95%. BERT8L-eu125M and
BERT12L-eu125 trained in this work are competi-

tive with the rest of the State of the Art MLM models
for Basque, although they have been trained with a
smaller corpus of 125M words. ElhBERTeu-base
is the best performing model among all of them,
which is the one trained with the biggest corpus.
Among the multilingual models, we see how IXAm-
BERT, which includes 3 languages, outperforms
the other massively multilingual models.

6. Conclusions

In summary, after pre-training various BERT mod-
els with differing configurations and evaluating them
with the BL2MP dataset, we conclude that the train-
ing corpus size significantly impacts grammar learn-
ing more than the model size. Our findings also
underscore the necessity of multi-epoch training for
effective grammar acquisition across the 5M-125M
word range of pre-training corpora investigated in
this study.

Our experiments reveal that lemmatization-
based tokenization improves grammar learning in
inflectional languages like Basque under very lim-
ited resource conditions (5M pre-training words).
However, as the dataset size increases to 25M and
125M words, the advantage of lemmatization dimin-
ishes. A similar pattern is observed with word order:
flexible word order poses challenges in grammar
learning with smaller corpora (5M words), but with
a sufficient number of training examples, NLMs can
learn grammar phenomena regardless of sentence
order.

Moreover, while the performance gap among dif-
ferent grammatical phenomena in BERT models is
relatively narrow, the model trained on 5M words
shows a particular strength in structure and order
(E3) over declension (E1) and verbs (E2). In con-
trast, the model trained on the lemmatized 5M word
corpus excels in declension (E1) over verbs (E2)
and structure and order (E3). The only notable cor-
relation between L2 student proficiency levels and
NLMs’ learning challenges is a slight advantage
in handling examples from the lowest proficiency
level (A), which evens out as the training corpus
size increases to 125M words.

Lastly, we believe that the BL2MP dataset, metic-
ulously curated with minimal pairs for evaluating
NLMs on Basque grammar, will become a crucial
asset for future research aimed at probing linguistic
understanding and grammatical precision in neural
language models.

Limitations

The experiments have been performed only on
BERT models, which implies that the conclusions
obtained from the experiments are not fully trans-
ferable to other NLMs, be the autoencoder models
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(such as RoBERTa or ALBERT), or autoregressive
NLMs such as GPT. To determine in a robust way
to what extent the conclusions of the analysis pre-
sented in this paper are extrapolable to other types
of NLMs, it would be necessary to repeat some
experiments with these types of models.

The analysis presented in this paper focuses on
evaluating the knowledge that a pre-trained BERT
model acquires about the grammar of Basque. The
evaluation followed is intrinsic, so it does not allow
us to determine how the degree of knowledge about
the grammar estimated from the pre-trained model
is transferred to the performance that such a model
would offer in specific downstream tasks. In the fine-
tuning process for learning downstream tasks, hy-
perparameters such as the number of parameters
or the number of epochs used in the pre-training
also play an important role. It would be necessary
to evaluate the different model configurations in dif-
ferent downstream tasks, in order to determine the
relationship between learned grammatical knowl-
edge and task performance, also taking into ac-
count the different hyperparameters analysed in
this work.

The set of minimal pairs for assessing the gram-
matical knowledge that the pre-trained model ac-
quires has been made on the basis of examples
of grammatical errors made by adult learners of a
second language (Basque). Most of these learn-
ers are native speakers of Spanish. These facts
determine to some extent the types of grammatical
phenomena collected in the test used in this paper.
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A. Results Tables for Section 5.1

In this Appendix, we report the detailed results from
which we build the charts from Figure 1, on the
Tables 5, 6, 7, 8, 9, 10, 11, 12 and 13.

epoch steps train loss dev loss acc
1 50 11.5 11.5 51.1
2 100 11.5 11.5 50.8
4 200 11.4 11.4 48.9
8 400 11.1 11.2 48.8

16 800 10.6 10.7 46.0
32 1600 9.5 9.7 41.6
64 3200 8.1 8.5 39.3

128 6400 7.8 8.3 40.1
256 12800 6.9 8.0 42.9
512 25600 6.2 8.1 43.5

1024 51200 3.4 6.3 69.2
2048 102400 2.7 6.0 74.7
4096 204800 2.6 6.3 75.3
8192 409600 1.8 6.1 75.9

Table 5: Results of BERT4L-eu5M on BL2MP.

epoch steps train loss dev loss acc
1 250 11.4 11.5 47.8
2 500 11.2 11.2 46.0
4 1000 10.6 10.6 44.7
8 2000 9.6 9.5 41.0

16 4000 8.4 8.6 41.0
32 8000 7.6 8.4 42.3
64 16000 7.2 7.9 42.2

128 32000 5.9 6.7 47.3
256 64000 3.8 4.9 74.6
512 128000 3.0 4.7 81.7

1024 256000 3.2 4.6 87.0
2048 512000 2.9 4.4 87.5

Table 6: Results of BERT4L-eu25M on BL2MP.

epoch steps train loss dev loss acc
1 1250 10.5 10.6 44.4
2 2500 9.3 9.4 41.4
4 5000 8.5 8.8 40.0
8 10000 8.0 8.6 41.3

16 20000 7.1 8.0 41.3
32 40000 5.2 6.0 54.4
64 80000 3.5 4.3 80.1

128 160000 3.3 3.8 86.6
256 320000 2.9 3.6 88.9
512 640000 3.1 3.5 89.6

Table 7: Results of BERT4L-eu125M on BL2MP.

epoch steps train loss dev loss acc
1 50 11.5 11.6 49.4
2 100 11.1 11.4 47.8
4 200 10.9 11.0 48.1
8 400 10.4 10.5 45.0

16 800 9.7 9.8 42.6
32 1600 8.5 8.6 39.3
64 3200 8.0 8.3 39.8

128 6400 7.5 8.1 41.6
256 12800 6.7 7.9 42.1
512 25600 3.8 5.8 72.0

1024 51200 1.9 5.9 80.1
2048 102400 1.1 7.2 77.6
4096 204800 0.6 8.9 77.2
8192 409600 0.3 10.3 76.7

Table 8: Results of BERT8L-eu5M on BL2MP.

epoch steps train loss dev loss acc
1 250 10.8 10.9 46.5
2 500 10.4 10.4 43.9
4 1000 9.6 9.6 41.7
8 2000 8.5 8.7 41.1

16 4000 8.0 8.4 42.2
32 8000 7.3 8.0 42.1
64 16000 6.7 7.4 43.0

128 32000 3.2 4.5 78.1
256 64000 2.8 4.2 88.5
512 128000 2.1 3.9 91.3

1024 256000 2.0 3.9 91.5
2048 512000 1.7 4.1 91.4

Table 9: Results of BERT8L-eu25M on BL2MP.

B. Results Tables for Section 5.4

In this Appendix, we report the results from which
we build the charts from Figure 3, on the Tables 14,
15 and 16.

C. Result Tables for Section 5.5

In this Appendix, we report the results from which
we build the charts g, h and i from Figure 4, on the
Tables 17, 18 and 19.
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epoch steps train loss dev loss acc
1 1250 9.7 9.6 43.1
2 2500 8.8 8.8 40.6
4 5000 8.0 8.5 41.0
8 10000 7.1 8.0 40.2

16 20000 6.6 7.4 42.7
32 40000 3.5 4.2 84.1
64 80000 2.7 3.4 90.4

128 160000 2.4 3.2 93.5
256 320000 2.2 3.0 93.7
512 640000 2.1 3.0 94.7

Table 10: Results of BERT8L-eu125M on BL2MP.

epoch steps train loss dev loss acc
1 50 11.3 11.3 48.2
2 100 10.6 10.9 46.4
4 200 10.1 10.4 46.1
8 400 9.7 10.0 43.6

16 800 9.0 9.1 42.1
32 1600 8.0 8.4 40.1
64 3200 7.6 8.1 41.0

128 6400 7.4 7.9 41.5
256 12800 6.6 7.7 44.9
512 25600 2.9 5.2 81.9

1024 51200 0.7 6.8 82.2
2048 102400 0.3 8.7 80.7
4096 204800 0.1 10.6 78.9
8192 409600 0.0 11.9 80.5

Table 11: Results of BERT12L-eu5M on BL2MP.

epoch steps train loss dev loss acc
1 250 10.4 10.4 48.0
2 500 9.9 10.0 44.0
4 1000 9.0 9.2 41.7
8 2000 8.1 8.5 39.0

16 4000 7.5 8.2 41.5
32 8000 7.3 7.8 42.0
64 16000 5.5 6.4 50.8

128 32000 3.1 4.1 86.2
256 64000 2.3 3.7 91.0
512 128000 1.4 4.1 91.1

1,024 256000 1.3 4.3 89.9
2,048 512000 1.0 4.9 88.9

Table 12: Results of BERT12L-eu25M on BL2MP.

epoch steps train loss dev loss acc
1 1250 9.2 9.3 41.2
2 2500 8.1 8.6 40.3
4 5000 7.9 8.5 42.3
8 10000 6.6 7.8 41.4

16 20000 4.4 5.6 61.6
32 40000 3.0 3.7 88.7
64 80000 2.7 3.2 93.4

128 160000 1.9 3.0 94.5
256 320000 2.2 2.7 94.8
512 640000 1.7 2.6 95.6

Table 13: Results of BERT12L-eu125M on BL2MP.

epoch steps acc (1) acc (2)
1 50 50.6 42.0
2 100 51.2 43.8
4 200 51.9 46.3
8 400 44.4 42.0

16 800 40.1 37.7
32 1600 37.7 35.8
64 3200 38.3 34.0

128 6400 42.0 35.8
256 12800 40.1 35.2
512 25600 72.8 67.3

1024 51200 83.3 78.4
2048 102400 77.2 71.6
4096 204800 80.9 72.2
8192 409600 80.9 73.5

Table 14: BERT8L-eu5M results on 200_BL2MP_1
and 200_BL2MP_2 test sets. acc (1) refers to
Accuracy-single word order and acc (2) refers to
Accuracy-two word order.

epoch steps acc (1) acc (2)
1 250 47.6 42.1
2 500 43.3 40.2
4 1000 36.6 35.4
8 2000 34.8 34.1

16 4000 37.8 35.4
32 8000 36.0 34.8
64 16000 36.0 31.1

128 32000 82.9 78.7
256 64000 92.1 89.0
512 128000 94.5 90.9

1024 256000 94.5 92.1
2048 512000 93.3 92.1

Table 15: BERT8L-eu25M results on
200_BL2MP_1 and 200_BL2MP_2 test sets.
acc (1) refers to Accuracy-single word order and
acc (2) refers to Accuracy-two word order.
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epoch steps acc (1) acc (2)
1 1250 38.8 37.6
2 2500 37.6 36.4
4 5000 37.0 34.5
8 10000 32.1 30.3

16 20000 36.4 33.9
32 40000 86.1 81.8
64 80000 92.1 89.7

128 160000 95.2 91.5
256 320000 94.5 92.1
512 640000 94.5 92.7

Table 16: BERT8L-eu125M results on
200_BL2MP_1 and 200_BL2MP_2 test sets.
acc (1) refers to Accuracy-single word order and
acc (2) refers to Accuracy-two word order.

epoch steps acc baseline acc lemma
1 50 49.4 46.2
2 100 47.8 45.3
4 200 48.1 44.7
8 400 45.0 42.6

16 800 42.6 41.0
32 1600 39.3 38.1
64 3200 39.8 38.2

128 6400 41.6 39.5
256 12800 42.1 39.8
512 25600 72.0 70.8

1024 51200 80.1 82.6
2048 102400 77.6 82.0
4096 204800 77.2 81.0
8192 409600 76.7 80.0

Table 17: Accuracies of BERT8L-eu5M and its lem-
matized counterpart on BL2MP.

epoch steps acc baseline acc lemma
1 250 46.5 44.8
2 500 43.9 43.6
4 1000 41.7 41.7
8 2000 41.1 38.7

16 4000 42.2 41.3
32 8000 42.1 41.4
64 16000 43.0 44.5

128 32000 78.1 79.3
256 64000 88.5 89.2
512 128000 91.3 92.1

1024 256000 91.5 91.1
2048 512000 91.4 92.2

Table 18: Accuracies of BERT8L-eu25M and its
lemmatized counterpart on BL2MP.

epoch steps acc baseline acc lemma
1 1250 43.1 40.7
2 2500 40.6 39.2
4 5000 41.0 40.7
8 10000 40.2 41.2

16 20000 42.7 44.8
32 40000 84.1 85.1
64 80000 90.4 92.9

128 160000 93.5 93.6
256 320000 93.7 93.7
512 640000 94.7 94.5

Table 19: Accuracies of BERT8L-eu125M and its
lemmatized counterpart on BL2MP.
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