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Abstract
The paper introduces the Hungarian Language Understanding (HuLU) benchmark, a comprehensive assessment
framework designed to evaluate the performance of neural language models on Hungarian language tasks.
Inspired by the renowned GLUE and SuperGLUE benchmarks, HuLU aims to address the challenges specific to
Hungarian language processing. The benchmark consists of various datasets, each representing different linguistic
phenomena and task complexities. Moreover, the paper presents a web service developed for HuLU, offering a
user-friendly interface for model evaluation. This platform not only ensures consistent assessment but also fosters
transparency by maintaining a leaderboard showcasing model performances. Preliminary evaluations of various
LMMs on HuLU datasets indicate that while Hungarian models show promise, there’s room for improvement to
match the proficiency of English-centric models in their native language.
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1. Introduction
Over the past few years, the landscape of neu-
ral language models has seen dramatic advance-
ments, most notably with the introduction of mod-
els like ChatGPT. These sophisticated models are
not only reshaping the way we interact with tech-
nology but also challenging traditional benchmark-
ing methodologies. Modern benchmarks have
been pivotal for assessing models against diverse
tasks, often being expansive corpus collections.
The foundational standards set by the English
GLUE and SuperGLUE benchmarks (Wang et al.,
2018, 2020) have expanded to include bench-
marks for languages like French (FLUE, Le et al.,
2020), Spanish (GLUES, Cañete et al., 2020),
and Russian (Shavrina et al., 2020). Moreover,
with XGLUE’s focus on multilingual models (Liang
et al., 2020), the global drive towards more inclu-
sive language processing is evident. Yet, as mod-
els like ChatGPT becomemore prevalent, the field
may need to revisit and adapt its evaluation stan-
dards to remain relevant and effective.
Although with a slight delay, the pre-training of the
most widely used LLM architectures on Hungarian
corpora has begun (Nemeskey, 2021; Feldmann
et al., 2021; Yang et al., 2023a,b, 2024a,b). In the
future, we can expect even more models trained
on Hungarian to emerge, and it will be essential to
measure and compare their language comprehen-
sion.
While models like ChatGPT, equipped with in-
structive capabilities, have instigated a paradigm
shift within the field of LLMs, the broader evalu-
ation landscape still predominantly relies on tra-
ditional methods. As an example, in their re-

cent 2023 paper, Laskar et al. (2023) introduced
an approach they term ’Leaderboard-based Eval-
uation,’ incorporating well-established benchmark
datasets such as SuperGlue, leading to two sig-
nificant observations. First, ChatGPT’s perfor-
mance falls short of the state-of-the-art single-task
fine-tuned models when evaluated against the Su-
perGlue dataset. Second, despite ChatGPT’s
claimed multilingual capabilities, its performance
in underrepresented languages remains notably
deficient. Both of these observations strongly un-
derscore the necessity for the creation of bench-
mark datasets for under-resourced languages,
such as Hungarian. Moreover, Hungarian’s
unique linguistic features, including its discourse-
configurational nature and highly agglutinative
characteristics as described by É. Kiss (1995),
may expose additional challenges related to LLMs.
With this motivation in mind, we have embarked on
the development of our database collection, which
we refer to as the Hungarian Language Under-
standing Evaluation Benchmark Kit (HuLU).

A benchmark database for Hungarian has previ-
ously not yet been created. We chose the widely-
used GLUE, considered a milestone and a defin-
ing benchmark of multi-task nature, and its suc-
cessor, the SuperGLUE, as our starting points.
However, we are also aware of the weaknesses
and shortcomings of these databases (see for ex-
ample Raji et al., 2021; Kiela et al., 2021, among
others).

Therefore, our future goal is to further extend
the scope of the benchmark datasets by comple-
menting GLUE and SuperGLUE with additional
resources. Our ultimate objective is to com-
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pile a consistent and comprehensive benchmark
database for Hungarian.
In the case of GLUE, SuperGLUE, and even
some benchmark databases compiled for other
languages, researchers had the opportunity to
select corpora from existing resources. How-
ever, when it comes to Hungarian, there are no
dedicated corpora available that focus on spe-
cific tasks with proper annotation. Therefore, the
corpus-building effort presented here serves a
dual purpose: i) our goal is to produce several
smaller, well-annotated, and task-specific corpora
that address language comprehension challenges
commonly encountered by language models, and
ii) using these, we intend to compile a benchmark
database that allows for the assessment and com-
parison of language model performance.

2. Corpora
As an initial step in introducing our Hungarian
benchmark dataset kit, we present seven corpora.
These have been selected from the 15 corpora
featured in GLUE and SuperGLUE. The selected
corpora can be classified into two categories: on
one hand, there are databases that can be gen-
erated through translation, as the tasks they fo-
cus on are not tied to a specific language, and the
dataset can be readily translated. On the other
hand, there are datasets that resist translation due
to either their language-specific attributes or the
intricate nature of the texts within the corpus. In
the following sections, we will present: i) our cor-
pora created through machine translation of En-
glish corpora, coupled with translation verification
and additional annotation efforts, and ii) our cor-
pora derived from original Hungarian texts, crafted
with the assistance of annotators.

2.1. Translated Benchmark Corpora
2.1.1. Machine translation methodology
To facilitate machine translation, we constructed
an English-Hungarian parallel corpus sourced
from the OPUS corpus collection (Tiedemann,
2012). The sub-corpora utilized in this process
comprises ParaCrawl, OpenSubtitles, Tatoeba,
WikiMatrix, EUbookshop, the PHP manual,
TED2020, KDEdoc, and KDE4. On the basis of
this parallel corpus, we built a neural translation
system employing a transformer encoder-decoder
architecture using the Marian NMT framework
(Junczys-Dowmunt et al., 2018). The trained
model parameters include: 6 encoder layers
and 6 decoder layers; 16 attention heads; word
embeddings with a dimension of 1,024; an input
length of 1,024; and a feed-forward network size
of 4,096.

2.1.2. HuCoPA
CoPA (Choice of Plausible Alternatives, Roem-
mele et al., 2011) focuses on cause-and-effect re-
lationships, comprising 1,000 questions. In each
question, given a premise one has to select the
more likely alternative that stands in a cause-and-
effect relationship with the premise. Some ques-
tions require choosing the cause from the avail-
able options, while others involve selecting the ef-
fect. This dataset is an integral part of the Super-
GLUE collection.
Machine translation was used to translate the
1,000 questions of CoPA. Subsequently, our an-
notators thoroughly reviewed and improved the
machine-generated translations to ensure fluency.
Following this, an annotator assigned the correct
answer for each question. In cases where there
was a discrepancy between the annotator’s choice
and the original label, we conducted a manual re-
view of the specific instance. Interestingly, an in-
correct label in the original CoPA was identified
during this third step, specifically the question with
ID 380 in the training set.1 Consequently, the
HuCoPA corpus was created, comprising 1,000
units.2 To maintain the original distribution, 400 in-
stances were allocated for training, 100 instances
for validation and 500 instances for testing. Each
sentence in the test set was subjected to evalua-
tion by two different annotators to ensure the accu-
racy of the test set. The annotator agreement for
the test set reached a high level of 0.95 in terms
of Cohen’s κ.

2.1.3. HuSST
The SST (Stanford Sentiment Treebank, Socher
et al., 2013) is one of the most renowned English
corpora containing sentiment annotations. For the
compilation of the corpus, 10,662 sentences were
collected from the Rotten Tomatoes website. The

1Premise:The woman spotted her friend from across
the room. What was the CAUSE of this? 1st alterna-
tive: The woman waved. 2nd alternative: The woman
escaped. The correct answer: 1. If we are looking for
the cause in the premise and the 1st alternative is the
correct answer, it is only possible if that particular friend
is a woman. However, even then, it remains convo-
luted, and the sentence The woman waved, therefore
the woman spotted her friend... doesn’t make sense,
because the reference of the woman differs in the two
instances. It’s more likely that the label is incorrect, as
when looking for an effect instead of a cause, the sen-
tence The woman spotted her friend... therefore the
woman waved immediately makes sense. In this case,
we replaced the original label; in a few other instances,
we had to refine the translation to preserve the original
cause-and-effect relationship.

2https://github.com/nytud/HuCoPA; the corpus is
also available on Huggingface: https://huggingface.
co/datasets/NYTK/HuCoPA

https://github.com/nytud/HuCoPA
https://huggingface.co/datasets/NYTK/HuCoPA
https://huggingface.co/datasets/NYTK/HuCoPA
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sentences were parsed using the Stanford Parser,
and the resulting 215,154 phrases were individu-
ally annotated on a 25-point emotional scale3. In
the version called SST-5, the 25-point scale was
converted to a range from 0 to 4, and in SST-2, it
was made binary. As part of GLUE, the authors
include the SST-2, and notably, only the com-
plete sentences, excluding phrase-level elements.
From the GLUE database, one can thus download
more than 70,000 sentences and their correspond-
ing labels.
When we tackled the translation of the sentiment
corpus, we departed from its original format in
GLUE and opted for the so-called SST-5 dataset.
As we acquired the SST-2 data from GLUE’s sub-
corpora, we noticed a significant difference from
the presentation in the GLUE paper. While the
authors of the GLUE paper emphasized the ex-
clusive use of complete sentences and framed the
task as sentence classification,4 we encountered
amultitude of phrases within the files (some exam-
ples from the training set: of saucy, in world cin-
ema, a doa). This variance explains the disparity
in sentence count, with the SST presentation citing
10,662 sentences and the GLUE corpus contain-
ing 70,600 sentences.
It’s worth noting that we identified 11,855 sen-
tences that we translated into Hungarian using
machine translation. Subsequently, we subjected
these sentences to a series of verification steps,
mirroring the process used for the HuCoPA cor-
pus. Eventually, each Hungarian sentence was
labeled by three annotators based on sentiment
on a three-point scale. The sentiment labels were
reviewed by a curator who provided the final labels
for the sentences.5 For 7,064 sentences (59.6%),
there was complete agreement among the three
annotators, while in 4,619 cases (38.96%) only
two of the annotators agreed on the label. The final
label in all cases was the curator’s decision.6 We
do not use 172 sentences in the database, as they
received three different labels from the three an-
notators. The dataset contains 11,683 sentences.
The train, validation and test sets contain 9,347,
1,168 and 1,168 sentences, respectively.

3Annotators used a slider with 25 distinct positions,
starting at a neutral point. For a practical illustration,
please refer to Figure 3 in Socher et al. (2013), the paper
that introduces the SST dataset.

4“We use the two-way (positive/negative) class split,
and use only sentence-level labels.”, (Wang et al., 2018,
3).

5Translation verification was done by 12 annotators,
fluency improvement by 8. 11 took part in sentiment an-
notation, and 4 were involved in the curatorial task.

6https://github.com/nytud/HuSST, and https://
huggingface.co/datasets/NYTK/HuSST.

2.1.4. HuRTE
A subset of the datasets from the Recognizing
Textual Entailment (RTE) challenge was incor-
porated into GLUE: samples from RTE1 (Dagan
et al., 2006), RTE2 (Bar-Haim et al., 2006), RTE3
(Giampiccolo et al., 2007), and RTE5 (Bentivogli
et al., 2009) were collected, which originated from
news texts and Wikipedia articles. In these, one
has to determine whether a (sometimes multi-
sentential) premise entails a single-sentence hy-
pothesis or not. The task involves binary label-
ing, so for examples originally labeled with three
classes, the neutral and contradiction labels were
combined for the sake of consistency.
The portion of the RTE datasets selected for inclu-
sion in GLUE was translated into Hungarian using
the same machine translation system we used for
the creation of the other corpora in HuLU. Subse-
quently, the 5,797 examples produced (represent-
ing roughly 18,000 sentences) were checked and
corrected by annotators, aiming for fluency.7
As the correct labels were not provided for the
test set in the original benchmark, we had to have
their translations labeled. Thus, out of the 5,797
examples, 3,000 (the test set examples) were la-
beled by three annotators each. The agreement
among them was 0.61 (Fleiss’s κ). Only the exam-
ples where there was complete agreement among
the annotators (2,123 examples) were included in
the HuRTE test set.8 With this step, we aim to
ensure the purity of the test material, measuring
the knowledge of language models on examples
where we can judge the answer with greater cer-
tainty as correct or incorrect. Although we cannot
discuss the methodology of evaluating language
models within the scope of this study, for the com-
plexity of the issue, the challenges of inferential
tasks, and potential new evaluation methods, see
e.g., Baan et al. (2022); Plank (2022).
After the translation and fluency check, the En-
glish examples available with their original labels
were labeled by individual annotators. This re-
vealed cases where the original inferential rela-
tionship between the sentence pairs was lost dur-
ing the translation. Among these 2,797 examples,
there’s a conflict between the label from the origi-
nal English database and the label obtained post-
translation from a native Hungarian annotator in
357 cases from the initial training set and 35 from
the validation set. We currently exclude these 392
examples from the HuRTE data. Thus, the HuRTE

714 annotators conducted translation checks, and 7
performed fluency checks. 13 annotators labeled the
test set examples, and 4 labeled the examples with orig-
inal labels.

8Bentivogli et al. (2009) also used this method when
compiling the RTE5 database: they retained only the ex-
amples where all three annotators agreed on the label.

https://github.com/nytud/HuSST
https://huggingface.co/datasets/NYTK/HuSST
https://huggingface.co/datasets/NYTK/HuSST
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corpus is split into training, validation, and test
sets with 2,131, 242, and 2,123 examples respec-
tively.9, 10

2.1.5. HuWNLI
The Winograd Schema Challenge (WSC, pro-
posed by Levesque et al., 2012) requires the res-
olution of anaphora with the help of world knowl-
edge and commonsense reasoning. In the origi-
nal dataset of WNLI Winograd schemas has been
transformed to an inference dataset to make them
suitable to be training data for neural models. The
original Winograd schemas were transformed to a
classification task in which the model has to pre-
dict if the second sentence (the one with the sub-
stituted pronoun) is entailed by the first sentence
(thus the labels are entailment and not-entailment,
as in Example 1).

(1) a. What about the time you cut up tulip bulbs
in the hamburgers because you thought
they were onions?

b. You thought hamburgers were onions?

L. not-entailment

The schemas have already been translated into
other languages, including Japanese, French,
Portuguese, Chinese, Russian and Hebrew. For
Hungarian, (Vadász and Ligeti-Nagy, 2022) first
translated the English original, and then two anno-
tators validated the output. They discarded certain
schemas because were not able to translate them
in a manner that retained the characteristics of the
Winograd schemas. For example, Lily spoke to
Donna, breaking her (silence/concentration): the
two English expressions cannot be translated into
Hungarian in a way that only one word differs be-
tween the two sentences but still retains the pos-
sessive structure in both. In other cases, they
adapted the original schema to Hungarian with
slight modifications. The process and the result
have been presented in Vadász and Ligeti-Nagy
(2022).
The current version of HuLU includes the HuWNLI
database, derived from Winograd schemas, as a
corpus for testing coreference resolution, wherein
anaphora resolution is formulated as an inference
task. We created the NLI format that is part of
HuLU by replacing the ambiguous pronoun in the
schemas with every possible referent (the method
is described in the study introducing GLUE, see

9The surprisingly large proportion of the test set com-
pared to the training material can be observed in several
databases of both GLUE and SuperGLUE. For now, we
determine the sizes of the training, validation, and test
sets following these patterns.

10The HuRTE corpus is available on GitHub, https:
//github.com/nytud/HuRTE.

Wang et al., 2018). We expanded the set of sen-
tence pairs derived from the schemas by translat-
ing those sentence pairs which, together with the
sentences from the Winograd schemas, make up
the GLUE WNLI database. We release the cor-
pus in three parts (with the number of elements for
each set in parentheses): training set (562), vali-
dation set (59), and test set (134). The divisions
follow the GLUE WNLI divisions but contain fewer
examples since we had to discard several sen-
tence pairs that couldn’t be translated into Hun-
garian. The sentence pairs in the test set are all
translated examples from the GLUEWNLI test set.

2.2. Locally Sourced Hungarian
Benchmark Corpora

2.2.1. HuCOLA
The CoLA (Corpus of Linguistic Acceptability,
Warstadt et al., 2018) contains 10,657 English
sentences collected from linguistic literature. In-
cluded in GLUE, its purpose is to assess whether a
model can determine the grammaticality of a sen-
tence, making it a pivotal task. The binary labels
indicate the acceptability of the sentence. The
original labels given by the author were also com-
pared with the judgments of human annotators.
To create the Hungarian CoLA corpus, we col-
lected 9,944 examples from four major, compre-
hensive linguistic articles (Kiefer, 2015; Alberti and
Laczkó, 2017a,b; É. Kiss and Hegedűs, 2021).
The collection was guided by the following crite-
ria:

• We extracted every example sentence from
the articles, irrespective of the acceptability
judgment given by the author.

• For examples of the typeMegnézzük (*a) Bu-
dapest hídjait. (‘We look at (*the) bridges of
Budapest.’), we made two entries: Megnéz-
zük Budapest hídjait. (‘We look at the bridges
of Budapest.’) and *Megnézzük a Budapest
hídjait. (‘*We look at the bridges of the Bu-
dapest.’).

• If a sentence was deemed unacceptable be-
cause it couldn’t convey a given meaning,
we didn’t collect it, e.g., *Megver Péter which
would mean ‘Péter beats Péter’ (Kiefer, 2015,
49.).

• Sentences containing nonsensical words
were excluded.

• Sentences that were incorrect due to the po-
sition of the focus11 were not collected.

11A syntactic position in Hungarian marking a specific
discourse function.

https://github.com/nytud/HuRTE
https://github.com/nytud/HuRTE
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• We did not gather sentences that violate pre-
scriptive rules (e.g., we do not start a sen-
tence withHát, which would be akin to starting
an English sentence with ‘Well,’).

During the described collection process, both
complete sentences and incomplete constructs,
like phrases and clauses, were included. Since
the targeted task is sentence classification, we ex-
panded the incomplete sentence examples into full
sentences.12
In the English corpus, after collection, the authors
filtered the corpus to the 100,000 most common
English words, replacing less frequent words. We
did not apply such a filter to our corpus, as sub-
word based tokenization makes this unnecessary
for modern language models.
Every single sentence was labeled by four annota-
tors13. Based on the guidelines, they had to deter-
mine whether the given sentence was acceptable
and sounded like a proper Hungarian sentence.
During the collection, the sentences were also la-
beled based on the linguistic phenomena found
within them.
While in the CoLA’s English predecessor the sen-
tence labels were those originally determined by
the linguistic authors, we excluded those labels of
our sentences from the analysis. This ensured
that labels mistakenly recorded during collection
or typographical errors did not affect data qual-
ity. In 69.2% of the sentences (6,883 sentences),
all four annotators assigned the same label. In
22.2% (2,213 sentences), the sentences were la-
beled in a 3:1 ratio. Sentences annotated in a 2:2
ratio (8.5%, 848 sentences) were set aside and do
not form part of the database. However, we make
them available as they represent valuable linguis-
tic research material.
The final label of the sentences in the case of 3:1
ratio annotation was determined based on the ma-
jority decision. Following the ratios found in GLUE,
we release the data divided into training, valida-
tion, and test sets at a ratio of 80-10-10%.14

2.2.2. HuRC
We created the Hungarian HuRC corpus based
on the English-language ReCoRD. Zhang et al.
(2018) automatically compiled the ReCoRD: they

12For the principles of sentence completion, see the
annotation guidelines: https://github.com/nytud/
HuCOLA.

13For this task, we chose annotators who did not have
advanced linguistic knowledge, who weren’t studying or
did not graduate in linguistics. In total, 12 annotators
worked on the corpus.

14https://github.com/nytud/HuCOLA, and the cor-
pus is also available on Huggingface, the dataset
card link: https://huggingface.co/datasets/NYTK/
HuCOLA.

extracted more than 120,000 examples from the
CNN/Daily News15 corpus. The daily news was
divided into several parts (see Figure 1, left exam-
ple): main text (passage), question – the proper
name masked out in the last paragraph (cloze-
style query), and reference answer (reference an-
swer). The main text consists of the first few para-
graphs of the article. In the last paragraph of the
article, which serves as a kind of concluding pas-
sage, there must be a proper name that also ap-
pears in the main text. This proper name is the
reference answer. In the actual reading compre-
hension task, this proper name is masked out, and
the model must select the correct reference an-
swer from a list.
For producing the Hungarian material, we based
it on daily articles from Népszabadság Online16,
particularly the 396,886 articles that had a title,
text, and summary (lead). If any component was
missing from an article, we didn’t use it. Then, we
selected articles consisting of 3-6 paragraphs. A
crucial criterion was that both the main text and
the question (the last paragraph) contained proper
names.
For proper name recognition, we trained our
named entity recognition model with the help
of huBERT (Nemeskey, 2021). For fine-tuning
the NER model, we used the official training-
validation-test datasets of the NYTK-NerKor cor-
pus (Simon and Vadász, 2021) and the token-
level classification library provided by Hugging-
face.17 Our NER model achieved a 90.18 F-score
on the test set.
In the final step, we looked for pairs of proper
names that appeared in both the main text and the
question. Several proper name pairs could occur
in one article. In our example (see Figure 1, right
example), besides Presser Gábor, Tamás also ap-
pears in both the question and the main text. In
such cases, we included the same article multiple
times in the database, with different proper name
pairs. In total, 49,782 different types of articles
(type) were selected, from which a total of 88,655
instances make up our dataset due to the multi-
ple proper name pair phenomenon. The quantita-
tive properties of our corpus produced with auto-
matic methods are as follows: Number of articles:
88,655, different types of articles: 49,782, tokens:
27,703,631, types: 1,115,260, average length of
text part (tokens): 249.42 (median: 229), average
length of question (tokens): 63.07 (median: 56).
The resulting corrected dataset was verified in
100-unit batches by individual annotators. For the

15https://github.com/abisee/cnn-dailymail
16http://nol.hu
17https://github.com/huggingface/

transformers/tree/master/examples/pytorch/
token-classification

https://github.com/nytud/HuCOLA
https://github.com/nytud/HuCOLA
https://github.com/nytud/HuCOLA
https://huggingface.co/datasets/NYTK/HuCOLA
https://huggingface.co/datasets/NYTK/HuCOLA
https://github.com/abisee/cnn-dailymail
http://nol.hu
https://github.com/huggingface/transformers/tree/master/examples/pytorch/token-classification
https://github.com/huggingface/transformers/tree/master/examples/pytorch/token-classification
https://github.com/huggingface/transformers/tree/master/examples/pytorch/token-classification


8365

Figure 1: An example from ReCoRD (Zhang et al., 2018) and a HuRC example

annotation, we provided an annotating interface
developed by us. The automatic masking had
to be validated based on the following criteria: i)
whether the named entity recognition and mask-
ing is correct (i.e., Ferenc pápa ‘Pope Francis’
was masked, not just Ferenc ‘Francis’, andGödöl-
lőre ‘to Gödöllő’ was masked as [MASK] and not
[MASK]re ‘[MASK].to’), and ii) whether themasked
named entity also appears in earlier parts of the ar-
ticle.18 As a result of the verification, the database
contains 80,587 automatically generated, manu-
ally validated text units.19

2.2.3. HuCommitmentBank
The CB (CommitmentBank, de Marneffe et al.,
2019) consists of short text segments, each con-
taining at least one sentence with a subordinate
clause. Each subordinate clause is labeled ac-
cording to the degree of commitment the writer
of the text has towards the truth of the clause.
In SuperGLUE, the task was transformed into a
three-class inference task: the premise is the en-
tire text segment, and the hypothesis is the em-
bedded clause.
A key characteristic of the examples in the corpus
is that every examined embedded sentence is syn-
tactically under a logical entailment canceling op-

18A total of 12 annotators worked on the corpus.
19https://github.com/nytud/HuRC and https://

huggingface.co/datasets/NYTK/HuRC

erator. Question, modal, negation, antecedent of
conditional are considered logical entailment can-
celing operators.
To create the Hungarian-language corpus,
we searched for sentences using the Hun-
garian equivalents of 30 common matrix
verbs/expressions from the English exam-
ples. The sources of the texts were, on the one
hand, the spoken language sub-corpus of the
Hungarian Gigaword Corpus (MNSZ2, Oravecz
et al., 2014), on the other hand, texts from a few
works of literary sub-corpus, and texts from online
forum comments. The examples extracted in
this way first had to be checked for the presence
of entailment canceling operators. 4 annotators
collected a total of 1,100 valid text segments. The
collected texts were also validated among the
annotators. The 1,100 examples were labeled by
5-5 annotators on a 7-point Likert scale (between
-3 and 3, where 0 indicated that the speaker
does not know whether the subordinate clause
is true or false). Annotation was done using
the LimeSurvey interface. A total of 9 native
Hungarian annotators worked on the corpus.
Their task was to read, understand, and judge
50 examples per hour. To facilitate their work,
all 1,100 examples were also provided with a
question, the answer to which assists in their
decision. For a more detailed presentation of the
creation of the Hungarian CB, see Hatvani (2022).

https://github.com/nytud/HuRC
https://huggingface.co/datasets/NYTK/HuRC
https://huggingface.co/datasets/NYTK/HuRC
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The examples in the corpus are structured as fol-
lows: the context refers to the 1-2 sentences pre-
ceding the target sentence; the target sentence
is the sentence containing the entailment cancel-
ing operator and the subordinate clause; for each
example, we specifically highlight the verb and
the subordinate clause; the marker indicates the
type of entailment canceling operator present in
the given example. There are a total of 10 types
of markers observed in the corpus: modal, condi-
tional, question, negation, modal negation, modal
question, modal conditional, conditional question,
rhetorical question, and negated question.
In SuperGLUE, only a subset of CB was included
where there was at least 80% agreement between
the annotators.20 Thus, out of the original 1,200
examples, they selected a training set with 250 ex-
amples, a validation set with 57 examples, and a
test set with 250 examples. The task was formu-
lated as a three-class inference task.
Similar to SuperGLUE, this corpus appears in
HuLU as an inference task, but the original 7-point
label was replaced with a three-class categoriza-
tion: the original labels of −1, 0, and 1 were con-
densed into the neutral category, −3 and −2 into
the contradiction category, and 2 and 3 into the en-
tailment category.
Wemeasured the inter-annotator agreement (IAA)
on the corpus in multiple ways (considering the
Likert scale as an interval scale, for a debate on
this see e.g., Wu and Leung, 2017). The Krippen-
dorf’s α was 60.5%. The standard deviation (SD)
was 1.01. We only included examples in HuLU
where SD < 1. Thus, we eventually created a
training and test set, each with 250 examples, and
a validation set with 103 examples from a total
of 603 examples.21 For the test set examples,
SD < 0.5.

3. HuLU Web Service
After detailing the corpora, it’s important to note
that we also offer an additional resource for users,
a web service: https://hulu.nytud.hu. It’s de-
signed to facilitate the quick and convenient eval-
uation of language models in a standardized man-
ner and the publication of results. This ensures
that anyone can effortlessly view the performance
of individual models.
The web service, available in both Hungarian and
English, mirrors the appearance and functional-
ity of the GLUE and SuperGLUE interfaces. It’s
crafted to support users throughout the entire
model development process. This encompasses

20It is not clear how agreement was measured on the
corpus.

21The HuCommitmentBank corpus is avail-
able on GitHub, https://github.com/nytud/
HuCommitmentBank.

everything from introductory explanations, grant-
ing access to publications, elucidating benchmark
tasks, to making users familiar with practical steps.
Directly from the site, users can download bench-
mark corpora (currently: HuCOLA, HuCommit-
mentBank, HuCoPA, HuRTE, HuSST, HuWNLI).
These are partitioned into the conventional train-
ing, validation, and test sets. We uphold the confi-
dentiality of the labels for the test material; they are
only accessible to the evaluation module running
on the HuLU server.
Subsequent to uploading a test set labeled in the
designated format, the web service assesses the
results based on the following metrics:

• HuCOLA, HuCoPA, HuRTE: Matthew’s
Correlation Coefficient (MCC). Despite
GLUE/SuperGLUE computing absolute ac-
curacy for the latter two, we opted for MCC
due to the uneven distribution of labels in the
test material.

• HuSST, HuWNLI: Absolute accuracy, paral-
leling the model of GLUE/SuperGLUE.

• HuCommitmentBank: Weighted F1 score, an
optimal metric for managing classes of vary-
ing sizes in multi-class classification.

The results of the evaluation are communicated to
the uploading user, but they do not automatically
become public on the website. Approval from our
staff is required for this.
The results that have already been made public
are displayed in various ways: the performance
of the models can be viewed chronologically on a
graph and also in a table sorted by performance.
The HuLU web service allows for the evaluation
of models on individual tasks at any time and in
any order, whereas on the GLUE and SuperGLUE
sites, models can only be evaluated across all
tasks simultaneously.

3.1. Implementation of the web service
The website runs on servers in Docker contain-
ers, on the Portainer platform. Both the evaluation
module and the web backend were implemented
in Python, on top of the Django framework. For the
appealing display of results, we used the Stream-
lit22 system, which in itself is suitable for the publi-
cation of dynamic data. However, as in our case,
it can also be embedded into a website.
The expected format for the test material to be up-
loaded for evaluation matches the format of the
downloadable training and test datasets. Each
must be uploaded in json format, containing the
current entity identifier, as well as a result field with

22https://streamlit.io

https://hulu.nytud.hu
https://github.com/nytud/HuCommitmentBank
https://github.com/nytud/HuCommitmentBank
https://streamlit.io
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Database Name Sentences /
Instances Source Task type /

Label proportion

HuCoPA 1,000 Translated Bin. class.
cause:effect 50%-50%

HuRTE 5,797 Translated Bin. class. 51%-49%

HuSST 11,683 Translated Three-class class.
32%-34%-32%, resp.

HuWNLI 755 Translated Bin. class. 46%-54%
HuCOLA 9,944 Manually Created Bin. class. 78%-22%

HuCommitmentBank 603 Manually Created Three-class class.
45%-27%-27%, resp.

HuRC 88,655 Manually Created Multiple choice

Table 1: Summary statistics for the Hungarian benchmark dataset kit, including task type or label pro-
portion for each dataset. Datasets are grouped by source and listed alphabetically within each group.
The ‘Task type / Label proportion’ column specifies the classification challenge associated with each
dataset: ‘Bin. class.’ indicates datasets used for binary classification tasks, ‘Three-class class.’ refers
to datasets involving three-class classification challenges, and ‘Multiple choice’ describes tasks where
multiple options are provided for each query.

the same name as the test material. The evalua-
tion program checks the expected format for every
upload and verifies that predictions have been re-
ceived for each element. Consistent with the en-
tire system, the evaluation system was also built
modularly, enabling easy integration of new met-
rics and addition of new benchmark tests to the
system.

4. Submitted results
Currently, 8 different models have been evalu-
ated on various HuLU tasks from four different re-
search efforts. Yang et al. (2023a) have trained
various language models for the Hungarian lan-
guage. A GPT-3 model (PULI GPT-3SX, with 6.7
billion parameters), a GPT-2 (PULI GPT-2) and a
BERT-Large (PULI BERT-Large) model were pre-
trained and evaluated (see the first block in Ta-
ble 2). They also compared their results with fine-
tuned huBERT and XLM-RoBERTa base (Con-
neau et al., 2020) (XLM-R) models. Yang and
Ligeti-Nagy (2023) have explored the effective-
ness of prompt programming in the fine-tuning pro-
cess of a Hungarian language model. In this re-
search the prompting method were employed to
enhance the fine-tuning performance of the hu-
BERT (Nemeskey, 2021) model on several bench-
mark datasets of HuLU. As can be seen in the sec-
ond section of Table 2, they achieved state-of-the-
art results using this method. Yang et al. (2023b)
have announced a trilingual (Hungarian-English-
Chinese) GPT-3 large languge model (PULI GP-
Trio, with 7.67 billion paramteres), furthermore
using this model and the Stanford Alpaca cor-
pus (Taori et al., 2023), the first GPT-3 model de-
signed to follow instructions was introduced for the
Hungarian language (Instruct PULI GPTrio). In

this research, the pre-trained PULI GPTrio was
compared with PULI GPT-3SX in few-shot exper-
iments. Additionally, in zero-shot experiments,
the Instruct PULI GPTrio model was compered
with the ChatGPT (Ouyang et al., 2022) and text-
davinci-001 (Brown et al., 2020) models. In their
evaluation tasks, HuCOLA, HuSST and HuRTE
benchmarks were used. In their paper (Yang et al.,
2023b), they used accuracy and balanced accu-
racy metrics for the evaluation. However, in the
current table (see third and fourth block of Ta-
ble 2), the MCC metric was used for HuCOLA and
HuRTE. All the results that shown in Table 2 are
submissions from the the HuLU Web Service (see
Section 3).

The numbers in Table 2 are the initial results on
the HuLU datasets. In fact, it represents a new re-
search direction to achieve results similar to the
English SOTA with Hungarian models, as each
model and task requires different hyperparameter
settings. For instance, a larger model may require
a lower learning rate, but the batch size can also
influence performance. HuSST and HuCOLA can
be tackled with a simple sentence-level classifica-
tion method. HuCoPA is a multiple-choice task.
It’s advisable to approach the HuRTE andHuWNLI
corpora with a solution similar to entity-oriented
sentiment analysis, where we aim to understand
the relationship between the two examined sen-
tences.

For different tasks, in addition to hyperparameters,
it’s worth experimenting with different input data
structures, known as prompts (Shin et al., 2020),
which also can affect performance.
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HuCOLA HuCoPA HuRTE HuSST HuWNLI
(MCC) (MCC) (MCC) (Accuracy) (Accuracy)

huBERT 70.9 56.1 48.7 79.4 64.9
PULI GPT-2 49.9 - 41.5 72.8 61.9
PULI BERT-Large 71.1 41.4 51.7 79.9 65.7
XLM-R 55.9 3.2 33.3 66.1 63.4
huBERT prompt - 56.4 53.4 - 85.8
PULI GPT-3SX few-shot 8.2 - 5.6 64.3 -
PULI GPTrio few-shot 6.6 - 9.1 61.6 -
Instruct PULI GPTrio zero-shot 4.7 - 1.7 64.3 -
ChatGPT zero-shot 27.7 - 70.2 71.8 -
text-davinci-001 zero-shot 31.6 - 79.8 52.8 -

Table 2: Performance of several Hungarian language models on various HuLU corpora. Columns rep-
resent individual corpora and their respective evaluation metrics, while rows represent the models. The
results are from (Yang et al., 2023a; Yang and Ligeti-Nagy, 2023; Yang et al., 2023b; Brown et al., 2020)

5. Conclusion
Benchmark datasets and collections serve to ade-
quately measure and compare the performance of
neural language models, which consistently out-
perform earlier rule-based or traditional statistical
models in various language technology tasks. In
this article, we presented the datasets that com-
prise HuLU. These datasets serve to evaluate lan-
guage models that have been exposed to Hun-
garian texts and thus have proficiency in Hungar-
ian. We showcased the web service developed
for HuLU, which allows easy evaluation of model
results even on just a single database. The com-
parability of results is enhanced by a leaderboard.
Our evaluations on the HuLU corpora indicate that
there’s still significant potential for refining Hungar-
ian language models to achieve proficiency levels
in Hungarian that are comparable to their perfor-
mance in English.
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