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Abstract

Few-shot methods for accurate modeling under sparse label-settings have improved significantly. However, the
applications of few-shot modeling in natural language processing remain solely in the field of document classification.
With recent performance improvements, supervised few-shot methods, combined with a simple topic extraction
method pose a significant challenge to unsupervised topic modeling methods. Our research shows that supervised
few-shot learning, combined with a simple topic extraction method, can outperform unsupervised topic modeling
techniques in terms of generating coherent topics, even when only a few labeled documents per class are used. The
code is available at the following link: https://github.com/AnFreTh/STREAM.
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1. Introduction
The identification of latent topics in large text cor-
pora has undergone a great deal of development.
However, uncovering the hidden semantics of large
text corpora is still, if not of ever-increasing interest.
Scientific methods continue to evolve and achieve
increasingly impressive results in terms of topic co-
herence (Larochelle and Lauly, 2012; Srivastava
and Sutton, 2017; Chien et al., 2018; Wang et al.,
2019; Dieng et al., 2020). The practical relevance
of such methods is evident from the large num-
ber of practical application papers alone. Topic
models for information extraction are used, for ex-
ample, for applied research in education (Granić
and Marangunić, 2019), offsite construction (Liu
et al., 2019a), bioinformatics (Liu et al., 2016), com-
munication sciences (Maier et al., 2018) and many
other practical areas (e.g. (Hall et al., 2008; Daud
et al., 2010; Boyd-Graber et al., 2017; Jelodar et al.,
2019; Hannigan et al., 2019)).
While all of these methods take an unsupervised
approach, few-shot methods achieve remarkable
results in various supervised label-scarse settings.
The metrics of interest are in this case not the co-
herence of clusters, but model accuracy, F1 score,
or precision. Huggingfaces Sentence Transformer
Finetuning (SetFit) (Tunstall et al., 2022) allows for
such a small amount of labeled data while achieving
impressive classification results that unsupervised
methods are heavily challenged.
The idea is simple. When less and less labeled
documents per class are necessary for supervised
methods to achieve state-of-the-art results, hu-
man input by manually labeling a few documents
becomes an attractive option for unsupervised
tasks such as document clustering. By leveraging
pre-trained sentence transformers (Reimers and
Gurevych, 2019) and class-based term frequency
inverse document frequency (tf-idf) for topic extrac-

tion, we can generate coherent topics with only a
few labeled documents per class. As a result, man-
ually labeling a training data set and subsequently
leveraging SetFit reduces the tiresome and time-
and money-intensive manual labeling by such a
dramatic amount, that it is a viable alternative to
unsupervised approaches.
Contributions The contributions of the paper can
be summarized as follows:

1. We present a method for Document
Classification and subsequent Topic
Extraction (DCTE) based on SetFit. The
proposed method generates coherent topics
from only a few labeled documents.

2. We conduct a benchmark study, comparing the
proposed approach with state-of-the-art topic
models and document clustering methods.

3. We outperform competitive benchmark models
on three standard datasets in terms of topic
coherence and create informative topics.

2. Related Work and Background
Generative probabilistic models inspired by La-
tent Dirichlet Allocation (LDA) (Blei et al., 2003)
topic models are still widely used. Several exten-
sions, heavily drawing from LDA and also lever-
aging word-embeddings achieve state of the art
results in terms of coherence (Wang et al., 2019;
Dieng et al., 2020). Based upon Srivastava and Sut-
ton (2017), Bianchi et al. (2021) introduce the Zero-
shot Topic model, which enables zero-shot cross
lingual tasks. Word-, document- and sentence-
embeddings generated such a great performance
impact, that even structurally simple models, lever-
aging pre-trained word- and sentence-embeddings
and clustering these embeddings achieve remark-
able results (Grootendorst, 2022; Sia et al., 2020;
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Angelov, 2020). The embedding types range from
doc2vec (Le and Mikolov, 2014) over sentence-
transformers (Reimers and Gurevych, 2019, 2020)
to word-embeddings generated with BERT (De-
vlin et al., 2018; Liu et al., 2019b). Modeling
techniques include K-Means, Hierarchical Density-
Based Spatial Clustering of Applications with Noise
(HDBSCAN) (McInnes et al., 2017) and Gaussian
Mixture Models (GMM) (Reynolds, 2009). Topics
are extracted with class based tf-idf (Grootendorst,
2022) or based on distance measures in the feature
space (Angelov, 2020; Sia et al., 2020). Leveraging
pre-trained embeddings from large scale language
models seems to positively impact modeling per-
formance (Bianchi et al., 2020). The inclusion of
labeled data into topic modeling was mostly done to
improve unsupervised results in text mining (Ram-
age et al., 2011) and for multi-labeled corpora (Ra-
mage et al., 2009). Few-shot topic modeling has
only been of interest as of late (Iwata, 2021; Duan
et al., 2022). Iwata (2021) introduces a few-shot
model that relies on a neural network generating
priors for generative probabilistic topic modeling
and achieves impressive results with respect to per-
plexity. Duan et al. (2022) introduces a bi-level gen-
erative model combined with a topic-meta learner.
However, both few-shot methods are designed to
create great topics from little data. A setting that is
exceedingly unlikely given the ever growing avail-
ability of large text corpora. In contrast, leveraging
existing few-shot methods for generating coherent
topics for very small samples of labeled training
data has a high practical relevance. When only
a handful of documents have to be labeled manu-
ally to improve topic coherence, creating humanly
labeled training data is a viable and effective option.

SetFit The leveraged model, SetFit (Tunstall
et al., 2022), can be described as a two-step algo-
rithm. In a first step, an already pre-trained Sen-
tence Transformer (Reimers and Gurevych, 2019)
is fine-tuned using only a few-labeled samples per
class. A siamese, contrastive architecture is used
on sentence/document pairs to ensure better gen-
eralizability. Creating these contrastive learning
pairs artificially enlarges the training data set. The
size of this fine-tuning dataset is therefore depen-
dent on the number of labeled training sentences
and classes. For k classes and n equally dis-
tributed samples per class, we can hence construct∑k−1

i=1 n(k − i)n contrastive learning pairs. Each
contrastive learning pair thus consist of one posi-
tive sample from class c and one randomly selected
negative sample from a different class. This con-
trastive architecture increases the small amount of
training data by a margin and enables the model to
achieve the impressive classification results with ex-
tremely little data as shown by Tunstall et al. (2022).
Second, a classification head is trained using the

encoded training corpus.

3. Methodology
Our proposed methodology is surprisingly simple,
yet highly effective. Let the vocabulary of words
be expressed as V = {w1, . . . , wn}. Let the
corpus, i.e. the collection of documents be ex-
pressed as D = {d1, . . . , dM}. Further, let each
document be expressed as a sequence of words
di = [wi1, . . . , wini

] where wij ∈ V and ni denotes
the length of document di. D = {δ1, . . . , δM}
then denotes the set of documents represented in
the embedding space, such that δi is the vector
representation of di. Further, let a topic tk from a
set of topics T = {t1, . . . , tK} be represented as
a discrete probability distribution over the vocabu-
lary (Blei et al., 2003), such that tk is expressed as
(ϕk,1, . . . , ϕk,n)

T and
∑n

i=1 ϕk,i = 1 for every k.
The topic extraction methodology of DCTE is re-
markably straightforward: It begins with the ini-
tial step of labeling a tiny subset of documents,
{d1, . . . , dk}, where in our experiments we find
that k can be as small as a single document per
class. Subsequently, a classification model is fine-
tuned and trained only on this small subset, lever-
ing the SetFit architecture of negative sampling.
This trained classifier is then applied to all of the
remaining unlabeled documents, {dk+1, . . . , dM}.
Finally, topics are extracted from the created clus-
ters using the TF-IDF technique. Using a Neural
Network on the fine-tuned document embeddings
D and bypassing classical unsupervised clustering
allows to circumvent dimensionality reduction as
opposed to Sia et al. (2020); Grootendorst (2022)
or Angelov (2020). As Deep neural networks are
not susceptible to a dimensionality curse, no in-
formation is lost during a dimensionality reduction
step.
Topic Extraction As the proposed method only
results in document clusters, but not a set of topics
T , we must extract the topics from the document
clusters. We use a method already proven success-
ful in the literature, the class-based tf-idf approach
(Salton, 1989; Grootendorst, 2022),

tf-idf(w|c) = frequency(wc)

nc
· log

(
N∑
j wj

)
.

With frequency(wc) being the total frequency of the
word in class c, nc being the total number of words
in class c, N being the total number of documents
and

∑
j wj being the overall frequency of word w

over all classes. A topic, tk is hence represented by
the top j words according to the words normalized
tf-idf scores.

4. Experiments
Evaluation To evaluate the topics, we use nor-
malised pointwise mutual information (NPMI) co-
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Random draw Per class
Samples Average Max Std. Samples Average Max Std.

20
News

20 0.185 0.221 ±0.080 1 0.117 0.163 ±0.036
40 0.108 0.144 ±0.024 2 0.115 0.196 ±0.046
60 0.122 0.190 ±0.032 3 0.137 0.189 ±0.061
80 0.145 0.190 ±0.045 4 0.186 0.208 ±0.021
100 0.162 0.200 ±0.047 5 0.164 0.192 ±0.027

BBC

5 0.097 0.20 ±0.084 1 0.103 0.153 ±0.032
10 0.192 0.152 ±0.059 2 0.133 0.187 ±0.047
15 0.115 0.124 ±0.054 3 0.107 0.180 ±0.041
20 0.081 0.139 ±0.024 4 0.117 0.191 ±0.040
25 0.121 0.115 ±0.020 5 0.142 0.186 ±0.022

M10

10 -0.178 -0.015 ±0.119 1 -0.146 -0.078 ±0.037
20 -0.153 -0.12 ±0.021 2 -0.115 -0.054 ±0.039
30 -0.142 -0.078 ±0.033 3 -0.158 -0.107 ±0.032
40 -0.098 -0.033 ±0.055 4 -0.119 -0.103 ±0.015
50 -0.094 -0.054 ±0.035 5 -0.121 -0.098 ±0.027

Table 1: Experimental results for different numbers of labeled training samples. The average NPMI coherence and
standard deviations over 5 runs is presented. All models are fit using the all-MiniLM-L6-v2 sentence transformer. The
biggest coherence score for each column for each dataset is marked in bold.

Figure 1: The models average classification accuracies
dependent on the number of labeled training samples.
As expected, the accuracy increases with the number
of labeled samples. i denotes the number of classes
present in the dataset. Each model is fit 5 times, using
different randomly selected documents in the training
corpus. We find that a model’s coherence and a model’s
accuracy are independent from another (see Table 1).

herence scores (Lau et al., 2014).

NPMI(tk) =

N∑
j=2

j−1∑
i=1

log
(P (wi,wj)
P (wi)P (wj)

−log(P (wi, wj)

We use the training corpora as the reference cor-
pora for constructing coherence scores respec-
tively. Stopwords are removed to punish models
that include meaningless words into their topics
more severely and not favor models constructing
information-less topics with frequently co-occurring
words. N is set to 10 for all evaluations over all
models.
Experimental setup We use the 20 Newsgroups,
BBC News and M10 corpora as the benchmark
datasets. To circumvent any induced bias in the

results by a lucky selection of labeled training doc-
uments, we train the model several times, each
time with different randomly selected labeled train-
ing documents. This replicates the human labeling
process, where an individual selects a predeter-
mined number of documents and labels them with
or without prior knowledge about the number of
present topics. All topics are evaluated with coher-
ence scores. We compare the results with state-of-
the-art unsupervised topic modeling and document
clustering approaches. To achieve the best possi-
ble comparability we choose the same pre-trained
sentence-transformer, all-MiniLM-L6-v2 (Reimers
and Gurevych, 2019), for all benchmark models
where applicable1. All models are fit using the
OCTIS framework (Terragni et al., 2021). A de-
tailed description of the models hyperparameters
and the hyperparameter tuning can be found in the
Appendix, 9.
For DCTE we compare two different labeling frame-
works. One, which uses n = 1, . . . , 5 labeled
randomly drawn documents per class and one
where we use i randomly labeled documents with-
out correcting for true labels, with i being depen-
dent on the dataset. i = 20, 40, . . . , 100 for 20
Newsgroups, i = 5, 10, . . . , 25 for BBC News and
i = 10, 20, . . . , 50 for M10. Note, that we perform
hyperparameter tuning for all benchmark models

1As comparison models, we use BERTopic (Grooten-
dorst, 2022) as a representative of clustering based topic
models, LDA (Blei et al., 2003) as a model not leveraging
pre-trained embeddings, CTM (Bianchi et al., 2021) as
a generative probabilistic model leveraging pre-trained
embeddings, a simple K-Means model - closely following
the architecture from Grootendorst (2022), but replacing
HDBSCAN with a K-Means clustering approach, ETM
(Dieng et al., 2020) leveraging word2vec (Mikolov et al.,
2013) and NeuralLDA and ProdLDA (Srivastava and Sut-
ton, 2017)
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(see Appendix, 9), but use a vanilla approach for
DCTE. This demonstrates a useful real-world ap-
plicability as the method generates coherent topics
out of the box and independent of the dataset or
even the selected training samples (see Table 1).

Results The results for the proposed approach
can be seen in table 1. We find that even with a
small amount of labeled data, coherent topics can
be constructed. The coherence does not depend
on the number of training samples and one labeled
document per class is sufficient to create coherent
topics. When randomly drawing from the corpus,
we find larger standard deviations in the average
coherence scores over 5 runs. This is due to the
fact that with random sampling, one might fail to
include all classes present in the dataset into the
training data. This is also represented by the poor
classification accuracies represented in Figure 1.
However, we find that even under these conditions,
coherent topics are created. Table 2 shows the
performance compared to the benchmark models.
Additionally, we find that the presented method not
only creates coherent but also informative topics
(See Appendix, tables 3 - 4). Even with these few
labeled training samples per class, DCTE creates
coherent topics. The use of supervised methods
and especially the lack of any form of dimensionality
reduction seem to have a positive effect on topic
coherence.

5. Conclusion
In this paper, we show that recent improvements
in few-shot models make manual labeling of a few
training documents a valid alternative to unsuper-
vised topic modeling. With a small amount of hu-
man input in the form of labeled training samples,
even simple topic extraction methods can yield
great results in terms of topic coherence. Addition-
ally, the achieved coherence scores are achieved
without any form of hyperparameter tuning and rel-
atively low number of epochs and text pairs for the
contrastive learning While already achieving great
coherence scores, this leaves further possibilities
for improvement in the presented method. DCTE
thus can be especially useful for technically unso-
phisticated users. While technically proficient users
are capable of fitting complicated models and per-
forming hyperparameter tuning, many real-world
users lack this knowledge. However, these users
often possess relevant domain knowledge. Our aim
with the presented method is to bridge this gap and
make it extremely simple for users with extensive
domain knowledge to create relevant and coherent
topics in their respective fields. Furthermore, we
find that the created document-topic distributions
match the underlying distributions in the dataset
(Appendix, 11).

NPMI
Model 20 News BBC M10
LDA 0.096 -0.214 -0.218
NeuralLDA 0.046 -0.357 -0.55
ProdLDA 0.161 -0.099 -0.09
BERTopic -0.10 0.044 -0.303
BERTopic* 0.128 0.2068 -0.126
K-means 0.115 0.0648 -0.134
ETM -0.089 -0.077 -0.188
CTM 0.205 -0.002 -0.213

DCTE1 0.221 0.20 -0.015
DCTE2 0.163 0.153 -0.054
DCTE3 0.117 0.103 -0.146
DCTE4 0.186 0.117 -0.119

* Only Evaluating the top 50% coherent topics. 1 The
most coherent model, using 20, 5 and 10 randomly
drawn labeled training samples respectively. 2 The
best model achieved with only one labeled training
sample per class. 3 The average achieved coher-
ence when using only one labeled training sample
per class. 4 The average achieved coherence when
using 4 labeled training samples per class.

Table 2: NPMI coherence scores for all tested mod-
els on the three benchmark datasets. See appendix for
implementation details. To account for garbage topics
negatively impacting the coherence scores, we favorably
choose to also evaluate only the top 50 % coherent top-
ics from that output. The top four coherent models are
marked in bold.

6. Limitations
While there are multiple advantages of the pre-
sented method there are also apparent limitations.
Although we can effectively generate coherent top-
ics with a very small amount of labeled data, it
still requires manual labeling. Additionally, man-
ual labeling requires an idea of how many different
topics are present in the corpus. However, most
unsupervised methods also require setting a fixed
number of topics (Blei et al., 2003; Sia et al., 2020;
Dieng et al., 2020). Moreover, most algorithms
optimize the number of extracted topics over coher-
ence scores, which could easily be done with the
presented method (Thielmann et al., 2023). Note
that the presented benchmarks for DCTE are all
achieved without any form of hyperparameter tun-
ing. This reduces computation time and artificially
creates an idea of how real-world applications could
benefit from this method. This paper does not delve
into results from different few-shot document clas-
sifiers, (e.g.(Rios and Kavuluru, 2018; Pan et al.,
2019; Cao et al., 2020)) or different pre-trained
sentence transformers for document embeddings
(Reimers and Gurevych, 2019). Future research
may implement additional few-shot methods to po-
tentially find even better suited few-shot classifiers
and embedding models for creating coherent top-
ics.
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Besides, additional applications could include multi-
labeled and multi-topic documents. Both of these
problems can be easily solved with the presented
method. The topic extraction method could be re-
placed by a similar method as used by Sia et al.
(2020); Thielmann et al. (2024). Topical centroids
could be constructed and distance measures in
the embedding space could be used to extract the
topics (see Appendix, 8).
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mapped into the same feature space, such that
W = {ω1, . . . ,ωn}. Hence, each word wi in the
embedding space represented as ωi ∈ RL has
the same dimensionality L as a document vector
δi ∈ RL. There are two ways to represent a docu-
ment as an average over word-embeddings. First,
using the approach from Sia et al. (2020), which

involves representing a document as an average of
word-embeddings created with BERT (Devlin et al.,
2018). Second, interpreting the vocabulary as one-
word sentences and using the same embedding
model as for the documents. Subsequently, the
similarity between every word and every topical
centroid is computed e.g. as:

sim(ω,µ) =
ω · µ

∥ω∥∥µ∥
,

where

ω · µ =

L∑
i=1

ωiµi

and

∥ω∥∥µ∥ =

√√√√ L∑
i=1

(ωi)2

√√√√ L∑
i=1

(µi)2.

L denotes the vectors dimension in the feature
space, which is identical for ω and µ.

9. Experimental Details
All benchmark models are fitted 5 times for each
dataset. The reported coherence scores are favor-
ably the maximum coherence score achieved of
the model during the 5 runs.
All benchmark models are fitted using the same
pre-trained Sentence Transformer, all-MiniLM-L6-
v2 (Reimers and Gurevych, 2019), when applica-
ble. LDA is fit using standard bag-of-words rep-
resentations. NeuralLDA and ETM are fit using
Word2Vec (Mikolov et al., 2013) As BERTopic uses
HDBSCAN, it detects the number of topics auto-
matically. However, it drastically overestimates the
number of true topics for all datasets. The dimen-
sionality reduction of the embedding in BERTopic
(Grootendorst, 2022) is set as the default. Hence,
the embeddings are reduced to 5 dimensions using
umap (McInnes et al., 2018). As intended by the
author, HDBSCAN (McInnes et al., 2017) is used
for clustering. Because the number of clusters is
detected automatically in HDBSCAN and we find
that BERTopic heavily overestimates the number
of true classes in the dataset, we report both, first
the average coherence score over all topics and
second the average coherence score for the top
50% coherent topics. For the K-Means application,
we closely follow the approach by Grootendorst
(2022), but change HDBSCAN to the K-Means al-
gorithm, such that we can fix the number of topics
manually. For dimensionality reduction, we opti-
mize with respect to coherence scores and test a
range from 2, to 20, using umap. We use 15 di-
mensions for all three datasets, as 15 dimensions
performed marginally favorably compared to the 5
dimensions used in BERTopic Grootendorst (2022)
and Angelov (2020). We additionally tested the
Top2Vec model (Angelov, 2020), but as the results
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were inferior to BERTopic and they are very simi-
lar in the methodology we did not include it in the
benchmark study. For ETM (Dieng et al., 2020),
ProdLDA (Srivastava and Sutton, 2017) and Neu-
ralLDA (Srivastava and Sutton, 2017) we train the
word2vec embeddings simultaneously as intended
by the authors.
For CTM, ETM, ProdLDA and NeuralLDA, we iter-
ate over a grid containing the following hyperparam-
eters (when the hyperparameters are applicable to
the respective model): Batch size, learning rate,
dropout, hidden size, rho size, number of neurons,
embedding size and the number of epochs. Batch
sizes are tested from 16 up to 1024 in factorials
of 2. Learning rates from 2e-5 to 2e-1. Dropout is
tested in steps of 0.1 from 0.1 to 0.8. Hidden sizes
for ETM are tested from 500 to 1600 in steps of 200.
Rho size for ETM is tested from 100 to 500 in steps
of 100. The number of neurons are tested from 400
to 1600 in steps of 200, embedding size for ETM
from 100 to 800 in steps of 100. The embedding
size for ETM is tested from 100 to 500 in steps of
100. The number of epochs is tested from very few,
20 to 2000. Early stopping with the default Octis
patience of 5 is implemented where applicable to
the model.
For DCTE we use no hyperparameter tuning in or-
der to simulate more relatedness to real-world ap-
plications. We train each model for 10 epochs with
a learning rate of 2e-5. The number of contrastive
learning pairs depends on the number of available
samples to create contrastive learning pairs. Where
possible, we use 10 contrastive learning pairs and
otherwise the largest possible number.

10. Training Data
20 Newsgroups For the 20 Newsgroups corpus,
we reverse the classical train-test-split from scikit-
learn. Hence, we randomly draw our training data
from the scikit-learn (Pedregosa et al., 2011) test
split. The scikit-learn training corpus is then pre-
dicted and the topics are extracted. All evaluation
metrics are based upon 11,314 documents. All
other models are hence fit on this training data.
The dataset contains 20 topics2. Some of these
topics are very similar to one another, which ex-
plains DCTE’s good coherence score, when only
training with e.g. 15 classes.
A perfectly accurate model, precisely classifying
each document correctly, would achieve a coher-
ence score of 0.21 with the used class-based tf-idf

2alt.atheism, comp.graphics, comp.os.ms-
windows.misc, comp.sys.ibm.pc.hardware,
comp.sys.mac.hardwa, comp.windows.x, misc.forsale,
rec.autos, rec.motorcycles, rec.sport.baseball,
rec.sport.hockey, sci.crypt, sci.electronics, sci.med,
sci.space, soc.religion.christian, talk.politics.guns,
talk.politics.mideast, talk.politics.misc, talk.religion.misc

topic extraction method. This is surprisingly lower,
than the best DCTE model, which is only trained
on 20 randomly drawn training samples.
Note, that the dataset is minimally preprocessed.
We remove all stopwords, words that are shorter
than 3 characters and strip punctuation and digits.

BBC News For the BBC News dataset, we again
reverse the classical train-test split. However, we
use the OCTIS (Terragni et al., 2021) implementa-
tion of the dataset. Hence, we sample the training
documents for DCTE from the test dataset provided
by OCTIS. The train and validation corpora are sub-
sequently combined and used for the predictions.
All other models are fitted on this training data. The
complete dataset contains 2225 documents. The
dataset includes 5 topics: sport, tech, business, en-
tertainment and politics. The topics are relatively
equally distributed: business: 23%, entertainment:
17%, politics: 19%, sport: 23%, tech: 18%. OCTIS
provides a preprocessed dataset, where stopwords,
words containing less than 3 characters, punctua-
tion and digits are removed.
A perfectly accurate model, precisely classifying
each document correctly, would achieve a coher-
ence score of 0.181 with the used class-based tf-
idf topic extraction method. This is again a little
bit lower than the best DCTE model. With only
2 labeled samples per class, coherence scores
larger than 0.18 can be achieved with the presented
method.

M10 For the M10 News dataset, we again re-
verse the classical train-test split. We use again
the OCTIS (Terragni et al., 2021) implementation
of the dataset. Hence, we sample the training doc-
uments for DCTE from the test dataset provided
by OCTIS. The train and validation corpora are
subsequently combined and used for the predic-
tions. All other models are fitted on this training
data. The complete dataset contains 8355 docu-
ments. The dataset includes 10 topics: agricul-
ture, archaeology, biology, computer science, fi-
nancial economics, industrial engineering, material
science, petroleum chemistry, physics, and social
science. OCTIS again already provides the pre-
processed dataset, including the same steps as
described above
A perfectly accurate model, precisely classifying
each document correctly, would achieve a coher-
ence score of -0.102 with the used class-based
tf-idf topic extraction method. This is considerably
lower than for the first two datasets. This is also de-
picted by the coherence score DCTE and all bench-
mark models achieve which are all < 0. However,
the best DCTE model achieves considerably better
coherence scores. Thus, having a perfectly accu-
rate model might come at the cost of creating less
coherent topics.
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11. Topic Analysis

We heuristically show some topics created with
DCTE and demonstrate reasonable document-
topic distributions. Additionally, we compare some
DCTE topics with topics created with the most co-
herent model from the benchmark.

20 Newsgroups While models like CTM and
ProdLDA achieve high topic coherences, we find
that the models often create topics that contain
little information. Table 3 shows two exemplary top-
ics. One created with the presented approach and
one created with CTM. The CTM topic achieves a
greater coherence score, but contains uninforma-
tive words like apparently and frequently.

Model CTM DCTE
success patient
perform health

initial disease
complex wire

aid doctor
frequently circuit
apparently food

active cancer
consist ground
submit use

NPMI 0.216 0.102

Table 3: Topic comparison between CTM and DCTE.
The CTM topic achieves a higher coherence score, while
being relatively uninformative. Multiple adverbs and non-
case specific adjectives (e.g. complex, active) are in-
cluded in the topic. The DCTE topic achieves a lower
coherence score. Words like use and ground in the
DCTE topic are also relatively uninformative. However,
a large part of the topic represents a coherent medicine
topic.

Table 4 contains two topics created with DCTE and
a CTM. One labeled document per class was used
during training for DCTE to create these topics. The
topics Religion and Space are clearly distinguish-
able.

DCTE CTM
Topic Religion Space Religion Space

god space conclusion year
jesus launch science mission

church satellite atheist launch
christian mission church orbit
religion orbit atheism solar
belief moon truth make
word data religion space

atheist science tradition moon
faith earth christian planet

people rocket argument surface
NPMI 0.385 0.41 0.324 0.111

Table 4: Topics created with DCTE and CTM and the re-
spective NPMI coherence scores. Both topics are clearly
distinguishable and interpretable. Interestingly, CTM in-
cludes non-informative words as make and year in the
Space topic.

When randomly drawing training samples from the
corpus, we may fail to draw one document from
each class. This is done to simulate real-world ap-
plications. While the accuracy of the model can sub-
sequently suffer from that, the model still creates
coherent topics. However, for the 20 Newsgroups
dataset, the model created less than the actual 20
prevalent topics from the dataset. Figure 2 show
the dependency of the number of randomly drawn
documents and created topics. As the dataset con-
tains multiple topics that are very similar to one
another, the number of extracted topics is still rea-
sonable, which is also represented by the good
coherence scores.

Figure 2: Average number of extracted topics per la-
beled training samples for the 20 Newsgroups dataset.
This is only for the completely randomly drawn labels.
With a larger number of extracted training samples, the
model is closer to the true number of classes present in
the dataset.

To control for the model not creating arbitrarily large
garbage topics and creating bad document-topic
distributions, we check the created argmax predi-
cion distribution against the true document topic
distribution, see Figure 3. We find that although the
model over and underestimates mainly 4 topics, the
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overall distribution does not suggest the creation
of large garbage topics3.

Figure 3: Predicted topic distribution vs. true topic distri-
bution. Results are achieved with DCTE on two labeled
samples per class. Given the similarity of topics like
mac.hardwarde and pc.hardware or religion.christian and
religion.misc the achieved distribution, in combination
with the achieved accuracies is reasonable.

BBC News For the BBC News dataset, most
benchmark models struggle to identify the under-
lying latent topics. This is presumably due to the
small amount of training data. As DCTE uses little
training data anyway, the number of samples in a
corpus does not effect the model’s results. Table 5
shows two exemplary topics from DCTE using one
labeled training sample per class. The topics enter-
tainment and education are clearly distinguishable.

Topic Entertainment Education
film school

actor education
award child
actress teacher

star pupil
aviator student
director sport

role university
nomination parent

oscar democracy
NPMI 0.46 0.22

Table 5: Topics created with DCTE and the respec-
tive NPMI coherence scores for the BBC News dataset.
The topics Entertainment and Education are clearly
assignable.

When randomly drawing training samples from the
corpus, it might happen that we fail to draw one
document from each class. This leads to the model
detecting as many topics as we have classes in our
training data. However, only labeling 25 documents
already leads to 4.8 detected topics on average over

3 The distribution was created with two training sam-
ples per class and randomly selected from the 5 training
runs.

5 runs. As unsupervised methods require setting a
fixed number of topics in advance, we believe that
this is not a significant drawback of the model.

Figure 4: Average number of extracted topics per la-
beled training samples. This is only for the completely
randomly drawn labels.

We again analyze the document-topic distributions.
For the BBC News dataset all document classes
are nearly equally present in the dataset, which is
also captured by the presented method3.

Figure 5: Predicted topic distribution vs. true topic distri-
bution. Results are achieved with DCTE on two labeled
samples per class. Randomly drawing 10 samples from
the dataset already leads to averagely more than 4 ex-
tracted topics.

M10 While the achieved coherence scores for
the M10 dataset are not as good as for the other
datasets, the created topics are still fairly well inter-
pretable. Table 6 shows two topics created with the
presented method and their respective coherence
scores. The two topics, agriculture and financial
economics present in the M10 corpus are clearly
identifiable.



8405

Topic Agriculture Financial Economics
crop market
water stock
soil price
yield rate

climate volatility
change option
irrigation return

management pricing
area risk
plant exchange

NPMI 0.155 0.191

Table 6: Topics created with DCTE and the respective
NPMI coherence scores for the M10 dataset. The topics
Agriculture and Financial Economics are accurately rep-
resented.

When randomly drawing training samples from the
corpus, it might happen that we fail to draw one
document from each class. This leads to the model
detecting as any topics as we have classes in our
training data. However, only labeling 40 documents
already leads to 8.8 detected topics on average
over 5 runs.

Figure 6: Average number of extracted topics per la-
beled training samples. This is only for the completely
randomly drawn labels.

For the M10 dataset we have a slightly skewed
document-topic distribution. This is also cap-
tured by the model, although the underrepresented
classes are slightly more often predicted than they
are truly prevalent. This could be due to the fact,
that the training data does not accurately depict the
true document-topic distribution prevalent in the
dataset but is equally distributed over all classes3.

Figure 7: Predicted topic distribution vs. true topic distri-
bution. Results are achieved with DCTE on two labeled
samples per class.
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