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Abstract
Idiomatic expressions are used in everyday language and typically convey affect, i.e., emotion. However, very little
work investigating the extent to which automated methods can recognise emotions expressed in idiom-containing text
has been undertaken. This can be attributed to the lack of emotion-labelled datasets that support the development
and evaluation of such methods. In this paper, we present the IDioms with EMotions (IDEM) dataset consisting
of a total of 9685 idiom-containing sentences that were generated and labelled with any one of 36 emotion
types, with the help of the GPT-4 generative language model. Human validation by two independent annotators
showed that more than 51% of the generated sentences are ideal examples, with the annotators reaching an
agreement rate of 62% measured in terms of Cohen’s Kappa coefficient. To establish baseline performance on
IDEM, various transformer-based emotion recognition approaches were implemented and evaluated. Results
show that a RoBERTa model fine-tuned as a sequence classifier obtains a weighted F1-score of 58.73%, when
the sequence provided as input specifies the idiom contained in a given sentence, together with its definition.
Since this input configuration is based on the assumption that the idiom contained in the given sentence is
already known, we also sought to assess the feasibility of automatically identifying the idioms contained in
IDEM sentences. To this end, a hybrid idiom identification approach combining a rule-based method and a deep
learning-based model was developed, whose performance on IDEM was determined to be 84.99% in terms of F1-score.

Keywords: Emotion recognition, Idiomatic expressions, Transformer models, Generative language mod-
els

1. Introduction

An idiomatic expression (or idiom) is a sequence
of words whose meaning is non-compositional, i.e.,
not deducible from the meaning of its individual
words (University of Oxford, 2022). Examples of
idioms include “butterflies in one’s stomach” which
refers to feeling anxious rather than the presence
of actual butterflies, and “weak at the knees” which
refers to being overwhelmed by a strong emotion
such as desire or fear, rather than lack of physical
strength. According to Nunberg et al. (1994), id-
ioms are typically used in language to express an
affective stance, i.e., a sentiment or an emotion.

Sentiment analysis is a text classification task
aimed at determining whether a given piece of text
written in natural language contains positive, nega-
tive or neutral sentiment (Ligthart et al., 2021; Nand-
wani and Verma, 2021). A related task to sentiment
analysis is emotion recognition (also referred to as
emotion detection), whereby the emotion contained
within text is identified according to fine-grained cat-
egories (e.g., happiness, anger, anxiety, sadness)
rather than just the three broad sentiment types.

Despite the fact that idioms have been typically
used to convey emotion and the well-known chal-
lenges that they pose to natural language process-
ing (NLP) due to their non-compositionality and am-
biguity (Zeng and Bhat, 2021), very little work has

been undertaken to investigate the performance of
emotion recognition methods when provided with
input text that contains idioms. One of the primary
reasons for this is the lack of datasets consisting
of idiom-containing sentences that have been an-
notated with emotion labels to support the develop-
ment and evaluation of emotion recognition models.
To address this gap, we seek to address the fol-
lowing research questions in this work: (1) “How
can a large-scale dataset of idiom-containing sen-
tences with their corresponding emotion labels be
developed, and can generative language models
be exploited to make this task less burdensome for
human annotators?" and (2) “How well do different
types of state-of-the-art transformer-based mod-
els perform on the emotion recognition task, when
evaluated based on idiom-containing sentences?"

To address the first research question, we em-
ployed a GPT-4 large language model (OpenAI,
2023) to automatically generate sentences that in-
clude frequently occurring idioms in the Sentiment
Lexicon of IDiomatic Expressions (SLIDE) dataset
(Jochim et al., 2018), together with the labels per-
taining to the predominant emotion in each sen-
tence. After validating the reliability of the gen-
erated data, we addressed the second research
question by conducting experiments to evaluate
the performance of the following transformer-based
emotion recognition approaches on the above-
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mentioned dataset: (1) fine-tuning of BERT-based
classification models; (2) fine-tuning of prompt-
learning models; and (3) zero-shot prompting of
a generative model.

For each of the above-mentioned approaches,
we compared the performance obtained by the
models in idiom-ignorant and idiom-aware data
configurations. In the idiom-ignorant configuration,
a model is not provided with any information per-
taining to the idiom contained in a given sentence,
whereas the idiom itself and its definition are sup-
plied to the model in the idiom-aware configuration.
As the latter configuration assumes that the idiom
and its definition have been pre-identified, we also
assess the feasibility of automatically identifying
the idioms contained in our generated sentences,
by developing a hybrid approach consisting of rule-
based and deep learning-based idiom identification
methods. The contributions of our work1 include:

1. a novel dataset called IDEM (IDioms with EMo-
tions) consisting of 9685 idiom-containing sen-
tences, whereby each sentence is labelled
with: (a) the idiom it contains, (b) the definition
(meaning) of the idiom, and (c) the predomi-
nant emotion conveyed in the sentence, out of
36 emotion types;

2. an evaluation of different transformer-based
emotion recognition approaches on IDEM, es-
tablishing baseline performance on the task of
emotion recognition for idiom-containing sen-
tences; and

3. an assessment of the feasibility of automati-
cally identifying idioms contained within sen-
tences, using a hybrid of a rule-based and a
deep learning-based method.

In the remainder of this paper, we first review
previously published research that is related to our
work (Section 2). We then explain, in Section 3,
how IDEM was constructed and how we assessed
its reliability. In Section 4, we describe the emotion
recognition approaches that we developed to es-
tablish baseline performance on the dataset. This
is followed by a discussion of a rule-based and a
hybrid approach that were implemented to assess
the feasibility of automatically identifying idioms in
the IDEM sentences. We then report and analyse
the results of evaluating the emotion recognition
models and idiom identification methods in Sec-
tion 6. Finally, we summarise our findings and
provide directions for future work in Section 7.

1Our dataset and code are publicly available at
https://github.com/AlexanderProchnow/
idem.

2. Related Work

As mentioned in the previous section, the lack of re-
search into emotion recognition methods for idiom-
containing sentences is largely due to the scarcity
of resources that support the development and eval-
uation of such methods. For the purpose of assess-
ing the extent to which idiom-based features (i.e.,
polarity) affect the performance of sentiment anal-
ysis models, Williams et al. (2015) developed the
Idioment corpus which consists of 5980 sentences
containing 580 idioms. However, the labels as-
signed to the sentences pertain to the sentiments
they express, rather than finer-grained emotions.
Meanwhile, the Sentiment Lexicon of IDiomatic Ex-
pressions (SLIDE) dataset (Jochim et al., 2018),
developed by IBM, contains a much bigger collec-
tion of 5000 idioms, each of which is labelled with
the sentiment associated with it as well as linked to
its Wiktionary page. A shortcoming of this dataset,
however, is that it is not accompanied by a corpus
of idiom-containing sentences. Thus, it is unsuit-
able for training or evaluating models for analysing
sentiments expressed within sentences. To the
best of our knowledge, there exist no datasets that
are comprised of idiom-containing sentences and
the emotions that they convey; our work seeks to
address this gap by providing a novel dataset of
idiom-containing sentences labelled according to
36 emotion categories. Our decision to cover a
much larger number of emotion types than the typi-
cal 6-10 emotion types considered by most of other
datasets (Nandwani and Verma, 2021) was inspired
by the work of Fokkinga and Desmet (2022) who
proposed a rich typology of fine-grained emotions.

There exist a number of emotion recognition
methods that are aimed at predicting the pre-
dominant emotions conveyed in text. Notably,
the state-of-the-art methods for this task employ
deep learning-based models. For instance, Dia-
logueRNN, which was built upon recurrent neural
networks (RNNs), was developed to detect emo-
tions in conversations based on both textual fea-
tures (from transcriptions of utterances) and audio-
visual features (Majumder et al., 2019). Emotion
recognition models that have emerged more re-
cently are, however, based on the transformer ar-
chitecture (Vaswani et al., 2017). For example, a
Bidirectional Encoder Representations from Trans-
formers (BERT) model was fine-tuned by Demszky
et al. (2020) to train a multi-label classifier that can
predict any number of emotions out of the 27 pos-
sible emotion types annotated in their GoEmotions
dataset of Reddit posts. In another work, Alhuzali
and Ananiadou (2021) proposed a neural architec-
ture for span extraction whereby BERT was utilised
to produce an embedding representation for a given
text, which is then fed into a feed-forward network

https://github.com/AlexanderProchnow/idem
https://github.com/AlexanderProchnow/idem
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that assigns an emotion category label to each to-
ken in the input text.

The emergence of large language models (LLMs)
have enticed researchers to apply them to NLP
tasks that previously required their own “narrow
AI” model (i.e., a model trained specifically for one
task). LLMs such as those from the Generative Pre-
trained Transformer (GPT) family (Radford et al.,
2018) have shown impressive performance on a
variety of NLP tasks even in a zero-shot setting
whereby a model is applied to a task without hav-
ing been trained on task-specific training instances.
To date, however, only the work of Venkatakrish-
nan et al. (2023) has explored their zero-shot appli-
cation to emotion recognition, demonstrating that
GPT-3.5 can identify nuances in the emotions ex-
pressed through language.

Although the methods that we present in this pa-
per were developed without the intent to surpass
state-of-the-art performance in emotion recogni-
tion but rather to establish baseline performance,
they make for a novel contribution in that they
demonstrate the extent to which different types of
transformer-based models can identify emotions
in sentences that contain idioms. As described in
Section 4, apart from exploring approaches based
on fine-tuning BERT-based classification models,
we also investigated fine-tuning BERT-based mod-
els in a prompt-learning manner, and employing
GPT-4 in a zero-shot setting.

3. Dataset Construction

In this section, we first provide an overview of the
emotion annotation scheme that we have adopted,
followed by a detailed description of how we ex-
ploited the GPT-4 large language model (LLM) to
automatically generate idiom-containing sentences.
Importantly, we explain how we assessed the relia-
bility of the resulting dataset.

3.1. Emotion Categories
In contrast to most of the existing emotion-
annotated datasets which were labelled according
to 6-10 emotion types only (Plutchik, 1982; Ekman,
1992), we adopted a finer-grained emotion typol-
ogy. This decision was informed by a study con-
ducted by researchers at Delft University of Tech-
nology (TU Delft) which shows that a rich emotion
typology forms the basis of emotion granularity, i.e.,
the ability to recognise nuances between emotions
(Fokkinga and Desmet, 2022). We thus adopted
their proposed typology which originally consists
of 60 different emotions, 24 of which are positive
emotions while the rest are negative ones. For ev-
ery emotion in their typology, rich information is
supplied, including the formal definition of the emo-

tion. A visualisation of the emotion types is also
provided, whereby emotions that are most similar to
each other are shown in the same colour. Together
with the provided definitions, the visualisation al-
lowed us to observe that some of the emotion types
overlap with each other (e.g., insecurity and doubt).
By removing those overlapping emotion types (e.g.,
keeping doubt but not insecurity) and those that
are very specific or rare (e.g., schadenfreude), we
finally selected the 36 emotion types shown in Fig-
ure 1.

negative emotions positive emotions

Anger Resentment Frustration Pleasure Serenity

Hate Disgust Boredom Relief Happiness

Reluctance Sadness Pity Lust Affection

Loneliness Humiliation Longing Gratitude Admiration

Envy Guilt Regret Pride Determination

Shame Fear Anxiety Fascination Surprise

Doubt Desperation Confusion Excitement Hope

Shock

Figure 1: The set of 36 emotion types we adopted
from the Emotion Typology developed at TU Delft
(Fokkinga and Desmet, 2022).

Out of the 36 types in our emotion typology, 14
correspond to positive emotions while the remain-
ing 22 pertain to negative ones. It is worth noting
that in reducing the number of emotions from 60
to 36, we made an effort to ensure that the coarse-
grained emotion types commonly used in the NLP
research community (Nandwani and Verma, 2021)
remain represented, as outlined in the mapping be-
low, where the left-hand side is a course-grained
emotion type and the right-hand side specify the
corresponding types in our emotion typology.

• Anger: Anger, Resentment, Frustration, Hate,
Disgust

• Boredom: Boredom, Reluctance

• Sadness: Sadness, Pity, Loneliness, Humilia-
tion

• Desire: Longing, Envy

• Remorse: Guilt, Regret, Shame

• Fear: Fear, Anxiety, Doubt, Desperation, Con-
fusion, Shock

• Joy: Pleasure, Serenity, Relief, Happiness,
Lust, Affection, Gratitude, Admiration, Pride,
Determination, Fascination, Surprise, Excite-
ment, Hope

3.2. Generation and Labelling of
Sentences

In order to create a sufficiently large dataset while
minimising the human labour required and ensur-
ing quality, we decided to employ a generative
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Idiom Definition (from Wiktionary) Generated Sentence Emotion
arm and a leg Usually used after the verb ‘cost’, but

also often ‘charge’, ‘pay’, and ‘spend’: a
very high price for an item or service; an
exorbitant price.

It cost me an arm and a leg to repair
my car after that accident.

Frustration

go out of one’s
way

To make an extra effort, so as to help or
hinder.

He went out of his way to ignore me
at the conference.

Resentment

go bananas To get angry; to go mad. To become silly
or excited; to go crazy.

When he saw the mess in his room,
he went bananas.

Anger

Table 1: Examples of sentences automatically generated and labelled with an emotion type by GPT-4.

language model, GPT-4, to automatically gener-
ate idiom-containing sentences and assign them
emotion labels. The effectiveness of generating
synthetic textual data using LLMs to support the
development of NLP models has been previously
demonstrated by Rosenbaum et al. (2022a,b) and
Veselovsky et al. (2023).

Taking a subset of the idioms in the SLIDE
dataset, we prompted GPT-4 to generate five sen-
tences per idiom and assign an emotion label to
each sentence, out of the 36 emotion types in our
typology. The following template was populated to
produce the prompt used as input to GPT-4: You
are good at generating sentences containing id-
ioms and labelling them based on the emotion that
they carry. The list of emotions is the following:
<LIST OF 36 EMOTIONS>. Create 5 sentences
for the idiom ‘<IDIOM>’. Label them according to
the emotion.

Table 1 presents a few examples from the set of
generated sentences, together with the idiom they
contain and the assigned emotion label. Addition-
ally, we also supply the definition of the contained
idiom as provided in its Wiktionary page (the link
to which is available in the SLIDE dataset). In total,
11,610 sentences were automatically generated for
2322 idioms.

3.3. Data Reliability and Partitioning

To assess the reliability of the generated data, a ran-
domly sampled subset of 1047 sentences (~10%
of the total number of generated sentences) were
manually validated by two annotators (Masters stu-
dents with a good command of English) working
independently. Each of them was asked to judge
the quality of a generated instance (i.e., a sentence
and the emotion label assigned to it) by categoris-
ing it as ideal or not. An instance is considered to
be ideal only if the following conditions hold: (i) the
sentence should include the idiom, (ii) the idiom is
used in the sentence in an idiomatic sense (rather
than its non-figurative meaning, where it exists),
and (iii) the label assigned to the sentence should
be one of our 36 emotion types, and should capture
the emotion conveyed in the sentence.

Based on this validation process, it was found
that 51% of the validated sentences (532 out of
1047) were considered by both annotators to be
ideal. It is worth noting that the majority of the
remaining 49% were considered to be non-ideal
due to the presence of the emotion label in the
sentences. These are not ideal as training or test
examples since they explicitly mention the emotion;
nevertheless, these sentences are not erroneous
and thus have been included in our dataset. Mea-
suring the agreement rate between the two annota-
tors, we obtained a Cohen’s Kappa value of 62%,
which is considered to be substantial agreement
(Landis and Koch, 1977).

As it became apparent during the annotation pro-
cess that, in some cases, GPT-4 assigned a label
that is not included in our set of 36 emotion types,
we automatically discarded such sentences, leav-
ing only 9685 out of the original full set of 11,160
sentences. This process also affected the number
of sentences in the subset used for human valida-
tion, reducing it from 1047 to 956 sentences. We
finally partitioned the full dataset into two subsets:
a training set that consists of 8729 sentences, and
a test set consisting of the 956 sentences that were
manually validated.

4. Baseline Methods for Emotion
Recognition

In this section, we describe each of the approaches
that we implemented to establish the baseline per-
formance of transformer-based emotion recognition
models on IDEM. For each approach, two different
data configurations were investigated: (1) idiom-
ignorant (the input provided to the model does not
include any information on the idiom), and (2) idiom-
aware (the model is made aware of the idiom that
is contained in a sentence, as well as its definition).

This allows us to investigate whether emotion
recognition performance is affected by the inclu-
sion of idiom-specific information in the input. Ta-
ble 4 provides templates and examples illustrating
how these data configurations were applied in each
approach.
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Approach Idiom-ignorant Idiom-aware
Fine-tuning of
Sequence
Classification Models

<SENTENCE> <SENTENCE> This sentence includes the id-
iomatic expression ‘<IDIOM>’. The definition of
this idiom is ‘<DEFINITION>’.

He went out of his way to ignore me
at the conference.

He went out of his way to ignore me at the con-
ference. This sentence includes the idiomatic
expression ‘go out of one’s way’. The definition
of this idiom is ‘To make an extra effort, so as to
help or hinder’.

Fine-tuning of
Sequence Pair
Classification Models

<SENTENCE> [SEP] This sentence
may or may not contain an idiomatic
expression.

<SENTENCE> [SEP] The idiom is ‘<IDIOM>’
which means ‘<DEFINITION>’.

He went out of his way to ignore me at
the conference. [SEP] This sentence
may or may not contain an idiomatic
expression.

He went out of his way to ignore me at the con-
ference. [SEP] The idiom is ‘go out of one’s way’
which means ‘To make an extra effort, so as to
help or hinder’.

Fine-tuning of
Prompt-learning
Models

<SENTENCE> The emotion of this
sentence is ____

<SENTENCE> This sentence includes the id-
iomatic expression ‘<IDIOM>’ which means
‘<DEFINITION>’. The emotion of this sentence
is ____

He went out of his way to ignore me at
the conference. The emotion of this
sentence is ____

He went out of his way to ignore me at the con-
ference. This sentence includes the idiomatic
expression ‘go out of one’s way’ which means
‘To make an extra effort, so as to help or hinder’.
The emotion of this sentence is ____

Zero-shot Prompting
of LLM

You identify the emotion expressed
in a sentence and respond with one
of <LIST OF 36 EMOTIONS>. The
sentence is “<SENTENCE>”

You identify the emotion expressed in a sen-
tence and respond with one of <LIST OF 36
EMOTIONS>. The sentence is “<SENTENCE>”
This sentence contains the idiom ‘<IDIOM>’.
The definition of this idiom is: ‘<DEFINITION>’.

You identify the emotion expressed
in a sentence and respond with one
of <LIST OF 36 EMOTIONS>. The
sentence is “He went out of his way
to ignore me at the conference.”

You identify the emotion expressed in a sen-
tence and respond with one of <LIST OF 36
EMOTIONS>. The sentence is “He went out of
his way to ignore me at the conference.” This
sentence contains the idiom ‘go out of one’s
way’. The definition of this idiom is: ‘To make an
extra effort, so as to help or hinder’.

Table 2: Data configurations used in each approach. Templates are shown in white rows while examples
are highlighted in grey.

4.1. Fine-tuning of Classification Models

Our first approach is based on fine-tuning trans-
former models for the downstream NLP task of
multi-class classification, whereby a classification
model is built upon a pre-trained transformer-based
language model by placing a classification head on
top of it. This model is then trained on instances
that were labelled particularly for the classification
task at hand, i.e., the emotion-labelled sentences in
IDEM. We cast the problem in two ways, as outlined
below.

Sequence Classification. In this classification
task, the input is a sequence of tokens and the tar-
get output is the label that corresponds to the most
predominant emotion conveyed in the sequence.
Under the idiom-ignorant configuration where no
idiom information is provided, the input sequence
is simply an idiom-containing sentence, for exam-

ple: When he saw the mess in his room, he went
bananas. In contrast, to fine-tune models using
the idiom-aware configuration that includes idiom
information, we appended the idiom itself and its
definition to the original input sequence, for exam-
ple: When he saw the mess in his room, he went
bananas. This sentence includes the idiomatic ex-
pression ‘go bananas’. The definition of this idiom is
‘to get angry; to go mad. To become silly or excited;
to go crazy.’

Sequence Pair Classification. Different from the
previously described classification task, sequence
pair classification takes two separate sequences
as input. A separator token is placed in between
the two sequences, before they are presented to
a model which then outputs an emotion label. In
the idiom-ignorant configuration, the first sequence
is the original idiom-containing sentence while the
second sequence is: This sentence may or may
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not contain an idiomatic expression. Meanwhile,
under the idiom-aware configuration, the second
sequence contains the idiom itself and its definition.
An example input would thus be: When he saw the
mess in his room, he went bananas. [SEP] The
idiom is ‘go bananas’ which means ‘To get angry;
to go mad. To become silly or excited; to go crazy.’

We selected two transformer-based architectures
to experiment with: BERT and RoBERTa (Liu et al.,
2019). While BERT is the vanilla transformer ar-
chitecture, RoBERTa is based on an improved and
more effective pre-training procedure.

4.2. Fine-tuning of Prompt-learning
Models

Prompt-learning models (PLMs) (Schick and
Schütze, 2021; Liu et al., 2023; Zhou et al.,
2023) facilitate the direct application of pre-trained
transformer-based language models on down-
stream NLP problems without requiring the fine-
tuning of a new task-specific model. This is
achieved by reformulating the downstream problem
(e.g., multi-class classification) as one of the orig-
inal objectives learned during model pre-training,
e.g., masked language modelling, with the use of a
prompt. Instead of training a classification model,
one would instead require a pre-trained transformer
model to fill in the blank(s) in a prompt; the val-
ues provided by the model are then mapped to
the target outputs, e.g., the class labels. Although
it would have been possible to directly apply pre-
trained transformer models in this zero-shot man-
ner, we decided to fine-tune them by presenting
training instances to the language models, in order
to make the results of this approach comparable
with those of fine-tuned classification models (de-
scribed in Section 4.1). In the idiom-aware train-
ing configuration, an example prompt presented to
the model is: When he saw the mess in his room,
he went bananas. This sentence includes the id-
iomatic expression ‘go bananas’ which means ‘To
get angry; to go mad. To become silly or excited;
to go crazy’. Thus the emotion of this sentence is
____. The prompt for the idiom-ignorant configura-
tion is similar, except that it does not include the sen-
tence specifying the idiom and its definition. The
same transformer-based architectures that were
employed in our first approach (fine-tuning classifi-
cation models), were used as language models for
prompt-learning: BERT and RoBERTa.

4.3. Zero-shot Prompting of LLM
As mentioned in Section 1, generative LLMs have
shown impressive performance on a number of
downstream NLP tasks. We thus employed an
LLM, specifically GPT-4, in a zero-shot manner,
whereby the model generates text as a response to

a prompt (that might have never been encountered
by the model before). Under the idiom-ignorant
configuration, GPT-4 is given a prompt that speci-
fies only the sentence, for example: You identify the
emotion expressed in a sentence and respond with
one of <LIST OF 36 EMOTIONS>. The sentence
is “When he saw the mess in his room, he went ba-
nanas.” Meanwhile, the prompt for the idiom-aware
configuration includes both the idiom contained in
the sentence and its definition, for example: You
identify the emotion expressed in a sentence and
respond with one of <LIST OF 36 EMOTIONS>.
The sentence is “When he saw the mess in his
room, he went bananas.” This sentence contains
the idiom ‘go bananas’. The definition of this idiom
is: ‘To get angry; to go mad. To become silly or
excited; to go crazy.’

4.4. Implementation
All of the above approaches were implemented
using Python. In fine-tuning the classification mod-
els, the simpletransformers library2 was used,
which allowed for loading the pre-trained BERT
and RoBERTa models, respectively bert-base-
cased3 and roberta-base4, directly from Hug-
gingface5. Each model was fine-tuned on the IDEM
training set for 10 epochs, using a batch size of
16 for best processing efficiency and the default
learning rate of 4e-5 with the AdamW optimiser.
Meanwhile, the fine-tuning of prompt-learning mod-
els was facilitated by the OpenPrompt library6, a
prompt-learning framework that also provides di-
rect access to the same pre-trained BERT and
RoBERTa models. Here, the same hyperparame-
ter values as above were adopted, except that 1e-4
was used as the learning rate, as it was found to
result in optimal model training, based on initial,
non-exhaustive experiments. Across all training
runs, we took the model produced by the epoch
where the best performance (in terms of error loss)
on a held-out validation set (a subset of the training
set) was obtained.

In implementing zero-shot prompting of GPT-4,
we utilised the OpenAI Python library7 which pro-
vides access to the OpenAI chat completions end-
point8. Default GPT-4 settings (e.g., temperature,

2https://github.com/ThilinaRajapakse/
simpletransformers

3https://huggingface.co/
bert-base-cased

4https://huggingface.co/roberta-base
5https://huggingface.co/
6https://github.com/thunlp/OpenPrompt
7https://github.com/openai/

openai-python
8https://platform.openai.com/docs/

api-reference/chat/create

https://github.com/ThilinaRajapakse/simpletransformers
https://github.com/ThilinaRajapakse/simpletransformers
https://huggingface.co/bert-base-cased
https://huggingface.co/bert-base-cased
https://huggingface.co/roberta-base
https://huggingface.co/
https://github.com/thunlp/OpenPrompt
https://github.com/openai/openai-python
https://github.com/openai/openai-python
https://platform.openai.com/docs/api-reference/chat/create
https://platform.openai.com/docs/api-reference/chat/create
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Top P) were used. We conducted a non-exhaustive
phase of prompt engineering, where the prompts
were devised such that the GPT-4 outputs required
little post-processing.

5. Automating Idiom Identification

All of the baseline emotion recognition methods
that made use of the idiom-aware configuration (as
described in the previous section), were based on
the assumption that the idiom contained within a
given sentence and its definition have been pre-
identified. Thus, as an additional study, we sought
to investigate the extent to which idioms in IDEM
sentences can be automatically identified (and sub-
sequently linked to their definition in Wiktionary).
Given an idiom-containing sentence, an automated
approach should be able to select the idiom that
is used in the sentence, out of all the candidates
in a dictionary of idioms, which, in our case, is the
SLIDE dataset. This task can be challenging as
idioms could appear in sentences in the form of dif-
ferent variations; for example, a different pronoun
or verb tense could be used, or other words could
be interspersed within the idiom. An example of a
challenging case is the sentence “He poured out
his whole heart to a friend.”, whose tokens do not
exactly match the idiom “pour someone’s heart out”.
To address this task, we developed a hybrid idiom
identification approach that combines a rule-based
and a deep learning-based method.

5.1. Rule-based Method
The first step involved in this approach is the lemma-
tisation of each of the idioms in the SLIDE dataset,
as well as any given input sentence. An idiom is
then considered to be a candidate match if all of its
lemmatised tokens are present in the lemmatised
sentence. To ensure that the lemmatised tokens
do pertain to an idiom (rather than being present in
the sentence only as a matter of coincidence), the
following two scores were calculated.

Token gap score (tg): the number of sentence
tokens that appear in between the candidate idiom’s
tokens. This value is normalised by dividing it by
the largest possible gap, i.e., if all other tokens
are in between the candidate idiom’s tokens. The
normalised value is subtracted from 1 to obtain the
final token gap score tg. A tg value that is closer to
1 means that the idiom’s tokens appear closer to
each other in the given sentence.

Token order score (to): the number of token bi-
grams that are common between the idiom and the
given sentence divided by the total number of token
bigrams in the idiom.

The two scores are then combined in the form of
a weighted harmonic mean, Fβ , calculated as:

Fβ = (1 + β2) · tg · to
(β2 · tg) + to

(1)

where the token order score to is given a slightly
bigger emphasis by setting β = 1.2. If the harmonic
mean is above 0.9, the candidate is considered to
be an identified idiom.

5.2. Deep learning-based Model
After reviewing the literature, we decided to inves-
tigate the performance of the DISC (iDentifier of
Idiomatic expressions via Semantic Compatibility)
model (Zeng and Bhat, 2021), a state-of-the-art
deep learning-based model for idiom identification.
Designed as a Bi-LSTM-based sequence labelling
model, DISC classifies every token in a given sen-
tence as belonging to an idiom or not. It makes
use of different types of embeddings to produce
both the literal and contextual representations of a
potential idiomatic expression. Part-of-speech tag
embeddings are combined with GloVe embeddings
(Pennington et al., 2014) to obtain the literal repre-
sentation of a given sentence, while contextualised
embeddings of the same sentence are generated
using a BERT model. The semantic compatibility
between these two representations is then deter-
mined by employing an attention mechanism, the
result of which is used to finally identify the tokens
that comprise an idiom. An advantage of the DISC
model is that it does not rely on a predefined dictio-
nary in order to identify idioms, hence it can poten-
tially identify even idioms that are not catalogued
in a lexicon like SLIDE.

Following the training procedure described in the
original paper by Zeng and Bhat (2021) and using
their original implementation9, we trained our own
DISC model on the MAGPIE dataset (Haagsma
et al., 2020), utilising their training set that does not
contain any idioms that appear in their test set10.

5.3. Hybrid Approach
Our final idiom recognition model integrates the
rule-based method and the DISC model described
above. Firstly, for every given sentence, matching
idioms are identified by applying the rule-based
method, resulting in a set of candidate idioms. Sep-
arately, our trained DISC model is also applied on
every given sentence. Since DISC casts idiom iden-
tification as a sequence labelling problem, its output
is a subsequence of tokens extracted verbatim from

9Available at https://github.com/zzeng13/
DISC

10Available at https://github.com/hslh/
magpie-corpus

https://github.com/zzeng13/DISC
https://github.com/zzeng13/DISC
https://github.com/hslh/magpie-corpus
https://github.com/hslh/magpie-corpus
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a given sentence. Thus, in cases where a variation
of the idiom (as exemplified in Section 5) appears
in the sentence, the extracted subsequence might
not always exactly match the corresponding idiom
in the SLIDE dataset. In order to identify the best-
matching idiom, we post-processed the output of
the DISC model by lemmatising it. The resulting
lemmatised subsequence is then compared with
the lemmatised form of every idiom in SLIDE; if an
exact match is found, the matching idiom is con-
sidered to be a candidate idiom. Finally, we take
the union of the candidates produced by both the
rule-based method and the DISC model.

6. Results and Discussion

In this section, we present the results of evaluating
our baseline emotion recognition approaches and
the hybrid approach to idiom identification.

6.1. Emotion Recognition Evaluation
Table 3 presents the results of evaluating the var-
ious approaches to emotion recognition that we
developed. Overall, GPT-4 obtained the best accu-
racy and weighted macro-averaged F1-score, i.e.,
61.00% and 61.05%, respectively. It is, however,
worth noting that this might very well be a result of
the fact that the sentences comprising the IDEM
test set were themselves generated by GPT-4, i.e.,
the same model.

Looking at the performance of our other mod-
els, one can observe that with respect to the ap-
proaches that are based on fine-tuned pre-trained
language models (i.e., those that are not under-
pinned by GPT-4), RoBERTa consistently outper-
formed BERT, regardless of whether the idiom-
ignorant or idiom-aware configuration was used.
For example, under the idiom-aware configuration,
RoBERTa obtained a weighted F1-score of 58.73%,
which is 5.45 percentage points higher than BERT’s
F1-score of 53.28%. This is perhaps unsurpris-
ing as RoBERTa is based on an improved train-
ing procedure and has been shown to surpass the
performance of BERT on many downstream NLP
tasks (Casola et al., 2022). It is also noticable
that while fine-tuned sequence classification and
sequence pair classification models seem to ob-
tain equally competitive peformance on the emo-
tion recognition task, the performance of fine-tuned
prompt-learning models is relatively poor. For in-
stance, in the idiom-ignorant configuration, BERT
and RoBERTa obtained weighted macro-averaged
F1-scores of 48.67% and 52.46%, respectively,
which are noticeably lower than the same models’
performance when fine-tuned as sequence classi-
fiers (53.55% and 57.85%) and sequence pair clas-
sifiers (53.09% and 58.52%). These results are

consistent with some of the findings by Mosbach
et al. (2023), whose work showed that fine-tuning of
prompt-learning models led to poorer performance
in comparison to the fine-tuning of task-specific
models.

When comparing the weighted F1-scores ob-
tained in the idiom-ignorant and idiom-aware con-
figurations, no clear differences in performance can
be seen. However, it is worth noting that, next to
GPT-4, it is the RoBERTa-based sequence classifi-
cation model that was fine-tuned using the idiom-
aware configuration that obtained the best perfor-
mance with an accuracy of 58.79% and weighted
F1-score of 58.73%. Considering that RoBERTa
is a much smaller model (125M parameters) than
GPT-4 (1.76T parameters), and the fact that the
latter is the same model that was used to generate
the test data, it is impressive that the difference in
their performance is only less than 3 percentage
points.

6.2. Idiom Identification Evaluation

Table 4 presents the results of evaluating the rule-
based and hybrid idiom identification approaches
on the IDEM test set containing 956 sentences. As
can be seen in the table, the rule-based method ob-
tained satisfactory performance on the task, with an
F1-score of 84.68%. Combining the results of the
DISC model with those of the rule-based method
via the hybrid approach led to marginal improve-
ment, yielding an F1-score of 84.99%, with pre-
cision dropping slightly from 76.95% to 75.95%,
but recall increasing from 94.13% to 96.47%. This
demonstrates the feasibility of automatically identi-
fying idioms in IDEM, even with just a rule-based
method.

We sought to investigate the extent to which the
use of automatically identified idioms affects the
performance of emotion recognition models. Thus,
we re-applied the RoBERTa-based sequence clas-
sification model that obtained an emotion recogni-
tion accuracy and F1-score of 58.79% and 58.73%,
respectively (as discussed in Section 6.1) using
the idiom-aware configuration, on the IDEM test
set. This time, however, we provided it with the
idioms automatically identified by our hybrid identifi-
cation method (and their corresponding definitions)
instead of pre-identified, gold standard idioms. In-
terestingly, the drop in performance is only minimal,
decreasing by only about 1 percentage point: the
accuracy and F1-score obtained are 57.85% and
57.67%, respectively. This implies that the hybrid
identification method can form part of a fully auto-
mated pipeline for idiom-aware emotion recogni-
tion.
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Approach Model Idiom-ignorant Idiom-aware
Accuracy F1-score Accuracy F1-score

Fine-tuning of Sequence
Classification Models

bert-base-cased 54.18 53.55 54.50 53.28
roberta-base 58.37 57.85 58.79 58.73

Fine-tuning of Sequence Pair
Classification Models

bert-base-cased 53.87 53.09 52.62 51.84
roberta-base 59.00 58.52 57.01 56.93

Fine-tuning of
Prompt-learning Models

bert-base-cased 48.01 48.67 47.28 48.95
roberta-base 52.20 52.46 50.73 52.20

Zero-shot Prompting of LLM GPT-4 61.00 61.05 55.66 55.75

Table 3: Results of evaluating baseline approaches to emotion recognition on the IDEM test set, in terms
of accuracy (%) and F1-scores (%). F1-scores are weighted over all classes, i.e., the 36 emotion types.

Precision Recall F1-score
Rule-based 76.95 94.13 84.68
Hybrid 75.95 96.47 84.99

Table 4: Results of evaluating our idiom identifica-
tion methods on the IDEM test set.

7. Conclusion and Future Work

This paper presents our work on developing IDEM,
a new dataset consisting of idiom-containing sen-
tences that are labelled with the predominant emo-
tion that they convey. We report the following find-
ings: (1) To reduce the manual effort typically re-
quired in building new datasets, GPT-4 can be em-
ployed to automatically generate and label idiom-
containing sentences, although human validation
is still necessary to remove hallucinations, i.e., sen-
tences with labels that do not exist within our 36
emotion types. (2) Comparing different transformer-
based baseline methods for emotion recognition, a
RoBERTa model fine-tuned as a sequence classi-
fier that is made aware of the idiom contained in a
given sentence (and its definition) obtains competi-
tive performance (an F1-score of 58.73%) relative
to that of GPT-4 applied in a zero-shot manner
(61.05%).

In our future work, we plan to enrich the labels
in IDEM by allowing the assignment of multiple
emotion types to each sentence, thus capturing
cases where more than one emotion is conveyed
in text. This, in turn, will support the development
and evaluation of multi-label emotion recognition
methods for idiom-containing sentences. We also
encourage the NLP community to investigate the
extent to which emotion recognition performance
on IDEM can be improved with the use and compar-
ison of, for example, other state-of-the-art model
architectures and open-source LLMs.

Limitations

In this study, we focused only on English idioms
given that English is the language for which id-

iom lexicons are most available. Idioms are highly
language-dependent, and time and resource con-
straints did not allow us to build a dataset for other
languages. It is also for reasons of time and re-
source constraints that we were able to employ
only two dataset annotators.

Some bias might have been introduced in using
GPT-4 in generating and labelling our dataset and
then using the same model for zero-shot prompt-
ing. Although results of our experiments show that
GPT-4 did not necessarily perform much better than
our other baselines, especially in the idiom-aware
configuration, one can explore other LLMs (e.g.,
Llama, Mistral) as part of a zero-shot prompting ap-
proach to emotion recognition, in order to mitigate
the above-mentioned bias.
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