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Abstract
Despite being widely spoken worldwide, Bengali and Hindi are low-resource languages. The state-of-the-art in
modeling such languages uses BERT and the Wordpiece tokenizer. We observed that the Wordpiece tokenizer
often breaks words into meaningless tokens, failing to separate roots from affixes. Moreover, Wordpiece does not
take into account fine-grained character-level information. We hypothesize that modeling fine-grained character-
level information or interactions between roots and affixes helps with modeling highly inflected and morphologically
complex languages such as Bengali and Hindi. We used BERT with two different tokenizers - a Unigram tokenizer
and a character-level tokenizer and observed better performance. Then, we pretrained four language models
accordingly - Bengali Unigram BERT, Hindi Unigram BERT, Bengali Character BERT, and Hindi Character BERT,
and evaluated them for masked token detection, both in correct and erroneous settings, across many NLU tasks.
We provide experimental evidence that Unigram and character-level tokenizers lead to better pretrained models for
Bengali and Hindi, outperforming the previous state-of-the-art and BERT with Wordpiece vocabulary. We conduct
the first study investigating the efficacy of different tokenization methods in modeling Bengali and Hindi.
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1. Introduction

Bengali and Hindi are the sixth and fourth most
spoken languages globally, with 234 and 345
million native speakers, respectively (Wikipedia).
Speakers of these languages contribute to 7% of
the world’s population. Bengali is the national lan-
guage of Bangladesh and the official language
of two Indian states. Hindi is spoken mainly in
northern India and is considered the common lan-
guage of the Hind Belt region, covering most of
India. Despite their popularity, these languages
remain under-represented in computational re-
sources, especially labeled datasets. Therefore,
self-supervised pretraining is the best way towards
useful and large language models for such lan-
guages (Joshi et al., 2020).

State-of-the-art monolingual BanglaBERT and
multilingual BERT (Bhattacharjee et al., 2022; De-
vlin et al., 2019) trained Wordpiece tokenization
system for modeling Bengali and Hindi. Both
systems rely on the original Wordpiece tokenizer,
which, to the best of our knowledge, was not de-
veloped with these languages in mind. In fact,
we observed that Wordpiece splits words into to-
kens that have no meaning in isolation and fails
to separate roots, suffixes, and prefixes. Thus,
the Wordpiece tokenizer often fails to split words
into natural tokens. Instead, it greedily selects
the longest subword unit from the beginning and
then repeats the same process until the end of the
word. We found many situations where Wordpiece
would pick a common root for its vocabulary during
trainig while failing to use that token when encoun-

tering said root in a compounded and/or inflected
form. One example was the root ‘pirbHn' (trans-
port); when Wordpiece was faced with ‘gNpirbHenr'
(of public transport), the resulting tokens would be
sub-words [‘gNp', `ir', `bH', `enr'] that did not in-
clude a root, suffix, or prefix. We ran into many
other examples where Wordpiece produced “un-
natural” tokens.

Motivated by that observation, we carefully con-
sidered design choices for building NLU models for
Bengali and Hindi, including evaluating different to-
kenization methods to accommodate shared char-
acteristics of these languages that make them dif-
ferent than high-resource languages like English.
Bengali and Hindi originate from Sanskrit (Staal,
1963) and share high, non-linear inflections (Bhat-
tacharya et al., 2005) and morphological complex-
ity. Modified vowels, consonants, and many com-
pound characters lead to morphological complex-
ity. Moreover, the same root can have many in-
flected forms depending on adding different suf-
fixes and prefixes (Rahman et al., 2022a).

Believing that better modeling fine-grained
character-level information or interactions between
roots and suffixes or prefixes would result in better
models, we modified the BERT architecture with
two different tokenizers - Unigram tokenizer and
character-level tokenizer and observed better per-
formance empirically. Then, we pretrained and
evaluated language models based on these tok-
enizers on masked token detection, both in correct
and in erroneous settings, among other common
NLU tasks.
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Contributions
1. We show that BERT models using the Un-

igram tokenizer (Kudo, 2018) outperform
BERT models with Wordpiece tokenizer for
various tasks in both Bengali and Hindi.

2. We also show that a character-level tokenizer
based on CharacterBERT (El Boukkouri et al.,
2020), which is well suited to deal with com-
pound characters and better learn intra and
inter-word patterns by consulting characters in
each word, also outperforms previous BERT
models using Wordpiece.

3. We release the four pretrained models we ex-
perimented with – two for Bengali and two for
Hindi – and achieved new state-of-the-art at
the various benchmarks for language under-
standing.

2. Literature Review

Careful design choices for language models (LM)
help achieve better performance in high-resource
settings. Such improvements motivate us to iden-
tify overlooked design choices for low-resource
languages like Bengali and Hindi.

Transformer-based (Vaswani et al., 2017) mod-
els with self-attention mechanisms remain state-of-
the-art for language modeling tasks. GPT (Rad-
ford et al., 2019) adopted a generative pretraining
objective to learn generalizable universal text rep-
resentations from a large unlabeled corpus. The
final aim of pretraining was to transfer learned
knowledge to various downstream tasks. BERT
(Devlin et al., 2019) introduced a masked language
modeling (MLM) approach, which improved GPT’s
auto-regressive pretraining technique and lever-
aged bidirectional context for predicting masked to-
kens.

RoBERTa (Liu et al., 2019) reimplemented
BERT, thoroughly examined the impact of hyper-
parameter tuning and training set size, and con-
cluded that BERT was undertrained. To address
this issue, they used more data for training with
longer sequences and larger batch sizes and ap-
plied a dynamic masking strategy. Like RoBERTa,
El Boukkouri et al. (2020) proposed a variant of
BERT named CharacterBERT, employing ELMO’s
(Peters et al., 2018) character-level CNN module to
deal with the vocabularies of specialized domains
like medical domain. Clark et al. (2020) improved
the BERT pretraining objective using a generator
and discriminator model, which allowed the model
to learn faster from all tokens in the entire input se-
quence rather than a few masked tokens.

The lack of specialized LMs for low-resource
languages like Bengali and Hindi forces NLP re-
searchers working on downstream tasks (Ashrafi

et al., 2020; Islam et al., 2021) to resort to fine-
tuning multilingual pretrained language models
(PLM). Devlin et al. (2019) released a multilin-
gual BERT model. It was pretrained on a multilin-
gual corpus obtained by concatenating Wikipedia
pages encompassing 104 languages. Their model
has a shared vocabulary that covers those 104
languages. Thus, the Wordpiece tokenizer was
trained on all the languages. A RoBERTa-
based multilingual model, XLM-RoBERTa (Con-
neau et al., 2020), was also pretrained with MLM
objective on more than 2 TB of filtered common
crawl data encompassing 100 languages. They
used a vocabulary size of 250K and trained two
different models, XLM-R base and XLM-R large.
IndicBERT (Kakwani et al., 2020b) is another mul-
tilingual PLM developed for 11 major Indian lan-
guages. These multilingual models cover a wide
range of languages. They are larger models, re-
quiring more computational cost to fine-tune for tar-
get tasks due to their larger shared vocabulary size
and increased model capacity.

There are very few models specific to Bengali
and Hindi. Recently, Bhattacharjee et al. (2022)
proposed a Bengali NLU model Bangla-BERT
based on BERT. They pretrained the model us-
ing ELECTRA’s (Clark et al., 2020) replaced token
detection objective on a 27.5GB corpus crawled
from popular websites. Like other BERT-based
models developed for high-resource languages,
they trained a Wordpiece tokenizer for modeling
morphologically rich Bengali language. Moreover,
Rahman et al. (2022a) have presented an analy-
sis of different architectures like convolutional, re-
current, and transformer-based neural networks.
They concluded their CNN-based CoCNN model
could outperform other competitive architectures,
like SOTA transformers for Bengali and Hindi. Al-
though their work attempted to address the specific
characteristics of Bengali and Hindi, the CoCNN
model cannot be pretrained. Instead, it needs to
be trained end-to-end for each downstream task.
Therefore, it would not be able to transfer knowl-
edge from large unlabeled corpora but only be lim-
ited to very few labeled datasets available for such
low-resource languages.

3. Tokenizers

Tokenizers heavily influence transformer-based
language models because the text encoding
method determines how the language model will
perform in various language understanding tasks.
Therefore, designing an LM for a language re-
quires a lot of research to choose a tokenizer
well suited for the specific language characteristics.
The language model cannot learn meaningful rep-
resentation without understanding the language
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structure. The main objective is to find the most
meaningful representations that represent the lan-
guage well and make sense to the LM. We ob-
serve that BERT’s original Wordpiece tokenizer
cannot produce state-of-the-art results for Bengali
and Hindi. Thus, we propose modifications to that
model using two different tokenizers - Unigram tok-
enizer and character-level tokenizer, that improve
end-task performance.

3.1. Bengali and Hindi Unigram BERT
Unigram (Kudo, 2018) is a subword tokenization
algorithm. Unlike Wordpiece (Wu et al., 2016), it
begins with a larger vocabulary and works with a
top-down approach to iteratively reduce it to the fi-
nal vocabulary. Before training the tokenizer, we
apply normalization steps, including a few replace-
ments and NFKC Unicode normalization. Two
or more whitespaces were replaced with a single
space like SentencePiece (Kudo and Richardson,
2018) algorithm. We also preserve the accents
since vowel matras and diacritics are frequently
used in Bengali and Hindi.

We use a Metaspace pre-tokenizer to replace
single whitespaces with a specific character (‘_’)
for the pre-tokenization step. We start with an ini-
tial seed vocabulary much larger than the target
vocab size (30,522). Seed vocabulary includes all
basic characters and the most common substrings
(top 35%) obtained from the corpus. We include
all possible characters besides the most common
substrings because the model cannot otherwise
tokenize potential out-of-vocabulary words. Out-
of-vocabulary words occur when the tokenizer en-
counters words with subword tokens not present in
the vocabulary.

At each iteration, the corpus-level loss was com-
puted for the current vocabulary. Each word in
the corpus was tokenized using the available vo-
cabulary for calculating loss. The unigram model
computed the probability for each subword token
and multiplied all subword tokens’ probability to
get word-level probabilities. Like the Unigram lan-
guage model, each token is considered indepen-
dent of the previous tokens. Hence, each token’s
probability can be computed by dividing the token
frequency by the sum of all tokens’ frequencies
in the corpus. During word tokenization, the Un-
igram model considers the best segmentation of
the word into sub-word tokens with the highest
probability. This best segmentation is efficiently
done using the Viterbi (Viterbi, 1967) algorithm.
As we consider tokens independent, word prob-
ability is the product of sub-word token probabili-
ties. Afterward, word probabilities are multiplied
by the word frequency to get final scores. Finally,
the corpus-level loss is determined by applying the
negative log-likelihood of these scores following

Kudo (2018).
The training is based on an expectation maxi-

mization (EM) algorithm. It determines how much
the loss will be increased for removing each token
from the current vocabulary. At each step, we dis-
card p% subword tokens having the most negligi-
ble impact on corpus-level loss. The p value for
discarding tokens was selected based on corpus-
level loss. We repeat these steps until we reach
the desired 30.5K vocabulary size with scores to
find the most probable splits into tokens. There-
fore, the algorithm preserved the tokens mostly
needed for tokenization purposes and dropped
less needed ones belonging to the tail end of the
distribution. During training, elementary tokens
are not discarded, as the model cannot tokenize
every word without all possible characters. Since
our NLU model is based on BERT, we used sim-
ilar special tokens ([UNK], [PAD], [CLS], [SEP],
[MASK]) to indicate unknown, padding, classifica-
tion, separator, and mask tokens.

3.1.1. Preliminary Experiments

We trained the Unigram tokenizer on Bengali pre-
training data and compared it with the original
BERT’s Wordpiece tokenizer. We tokenized a few
sample words and examined the differences (see
Table 1).

Looking at the quality of sub-word tokens, we
observed that the Unigram tokenizer always uti-
lizes learned scores to find the most likely splits
into tokens. It can separate both emphasizing suf-
fixes (`O') and modified vowels (`e·') in the first and
second examples. However, the Wordpiece tok-
enizer fails to do that. In the third and fourth exam-
ples, the Unigram tokenizer can separate the roots
(‘AkpT', `ibnomR') from suffixes (‘vaeb',`ta') in their in-
flected forms. In addition, Unigram tokenizer can
separate the affix (`e·r') in the second last exam-
ple. This affix produces an inflectional form of the
noun to denote a relationship with the next word
in a sentence. Nevertheless, the Wordpiece tok-
enizer cannot identify roots, suffixes, or prefixes
during word segmentation. In the last example, the
Unigram tokenizer produces meaningful sub-word
tokens (‘A', `kaj'). Here, the first prefix (‘A') indi-
cates negation, thus negating the meaning of the
next token (‘kaj'). On the contrary, in the last three
examples, the Wordpiece tokenizer unnecessarily
decomposes words into meaningless word pieces
(‘Ak', `·aj').

3.2. Bengali and Hindi Character BERT
Character-level tokenizer comprises a CNN mod-
ule that produces a contextless token-level rep-
resentation before feeding to the BERT model.
It takes input as a sequence of characters and
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Reference word Unigram tokenizer Wordpiece tokenizer
iSXa�itìaenO [iSXa�itìan, e·, O] [iSXa�itìaen, O]
(also in educational [(educational institutions), [(in educational institutions)
institutions) (in), (also)] , (also)]
vaeraeÑalen [vaeraeÑaln, e·] [vaeraeÑal, en]
(in weight-lifting) [(weight-lifting), (in)] [(-), (-)]
AkpTvaeb [AkpT, vaeb] [Ak, pT, vaeb]
(frankly) [(frank), (way)] [(_), (_), (way)]
ibnomRta [ibnomR, ta] [ibn, m, rt, a]
(modesty) [(humble), (being)] [(_), (_), (_), (_)]
gNpirbHenr [gNpirbHn, e·r] [gNp, ir, bH, enr]
(of public transport) [(public transport), (of)] [(_), (_), (_), (_)]
Akaj [A, kaj] [Ak, ·aj]
(useless act) [(useless), (act)] [(_). (_)]

Table 1: Comparison of Unigram tokenizer with Wordpiece Tokenizer. (_) indicates the translation of a
token without meaning that does not indicate any root, suffix, prefix, or meaningful unit.

embeds each character into a fixed-sized d-
dimensional vector representation. These embed-
dings are sequentially fed into seven 1D CNN lay-
ers with various filter sizes. The outputs of CNN
layers are max-pooled and concatenated to build
token-level representations. These concatenated
representations go through Highway layers (Sri-
vastava et al., 2015) incorporating nonlinearities
with residual connections. Finally, outputs are pro-
jected to 768 dimensions, similar to BERT’s em-
bedding size. These token-level embeddings are
fed to BERT’s 12 encoder layers to produce con-
textual representations. Figure 1 depicts how the
CNN module constructs token-level representation
after attending to each character in the sequence.

In Bengali and Hindi, characters can combine
to form modified vowels, consonants, and com-
pound characters. The character-level tokenizer
can model these intra-word interactions to learn
fine-grained character-level information. Adding
a single character, modified vowel, consonant, or
compound character can lead to a different word.
Thus, the original BERT’s Wordpiece tokenizer will
produce different sub-word tokens that can impact
downstream task performance. For example, if
we add a single character ‘A' at the beginning of
the word ‘kaj' (act), it will become ‘Akaj' (useless
act). The single character added here is a prefix
that indicates the negation of the word ‘kaj' (act).
The Wordpiece tokenizer will tokenize it into other
meaningless subwords [‘Ak', `·aj'] depending on
the corpus, even if the meaningful subword unit
‘kaj' (act) is present in its vocabulary.

We also include examples of how Wordpiece to-
kenizer might inaccurately split words with com-
plex compound characters, a common feature
in Bengali and Hindi. For example, Wordpiece
breaks the word ‘Anaib²k�t’ (undiscovered) into
meaningless subwords ‘Anab’, ‘i·P’, ‘· k�t’. Similarly,

it splits the word ‘Xiyíu’ (decaying) into tokens ‘Xy’,
‘i·P’, ‘· N’, ‘· u’.

Moreover, the character-level tokenizer consults
characters to produce a word-level representation.
Therefore, it can have an open vocabulary not
limited to Wordpiece vocabulary. Besides inject-
ing character-level information, Bengali and Hindi
Character BERT can learn local inter-word depen-
dencies at the sentence level using encoder layers.
Following the original BERT, we used padding,
separator, classification, and mask tokens as spe-
cial tokens and added positional embedding to
the token embeddings. For MLM, we have con-
structed a temporary vocabulary comprising the
top 30,522 tokens from the pretraining corpus.
These tokens have been used as target labels.

4. Pretraining

4.1. Pretraining Objective

We pretrain the models with the masked language
modeling (MLM) objective. During pretraining,
15% of the tokens are randomly selected for mask-
ing. The selected tokens are replaced using the
[MASK] token. MLM cross-entropy loss was de-
fined using the masked token prediction task. In
addition, we randomize the masking pattern every
time we feed a batch of sequences to the model.
Random masking enables the model to learn ef-
ficiently from as many tokens as possible without
duplicating data samples. We pretrained the Ben-
gali and Hindi Character BERT and Unigram BERT
models on each language separately. However,
we do not train models on the next-sentence pre-
diction (NSP) task, as the authors of the RoBERTa
(Liu et al., 2019) paper show that removing next-
sentence prediction loss does not hurt the BERT
model’s performance on downstream tasks.
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Figure 1: CNN module produces token-level repre-
sentation after attending each character. Modified
vowels and compound characters are highlighted
in Grey color.

4.2. Model Architecture &
Hyperparameters

Our models are based on the BERT base model
and CharacterBERT model. Both models use a
12-layer encoder with 12 attention heads and 768
embedding sizes. We pretrained the models for
803,640 steps with a 256 batch size. We use 128
maximum sequence length due to GPU memory
constraints. For optimization, we use the Adam op-
timizer (Kingma and Ba, 2015) with a 2e-5 learning
rate, L2 weight decay of 0.01. We linearly decay
the learning rate with training steps. The Bengali
and Hindi Unigram BERT model has 110M param-
eters. Moreover, the Bengali and Hindi Character
BERT model has 104.6M parameters due to the
CNN module’s smaller character embeddings (16
dimensional).

5. Experiments

5.1. Datasets

5.1.1. Pretraining Datasets

Pretraining transformer-based model requires a
large quantity of good-quality data. We used open-
access data sets (Rahman et al., 2022b) that rep-
resent the contemporary Bengali and Hindi writ-
ing styles. In addition, we select data sources
that cover various topics. Many noisy and unau-

thentic data sources, including offensive text and
erroneous facts, are available. Therefore, most
pretraining data were collected from sources such
as online news portals, known as authentic data
sources with minimum offensive texts.

Finally, we pretrained on articles from online
news portals and Wikipedia articles. Bengali pre-
training data was collected from Prothom Alo (be-
tween 2014 and 2017) (Rahman, 2017) and BD-
News articles (between 2015 and 2017) (Khalidi,
2017). Hindi pretraining corpus encompasses
Wikipedia articles (Gaurav, 2019), Hindi Oscar cor-
pus (Thakur, 2019), HindiEnCorp 0.5 (Bojar et al.,
2014) dataset, WMT Hindi news crawl data (Bar-
rault et al., 2019). Since it is a sentence-level cor-
pus, all documents were split into sentences. The
Bengali and Hindi pretraining corpus had 6.69M
and 8.57M samples, respectively, with a maximum
sequence length of 128 tokens after tokenization.

Corpus Training Validation
BDNews24 446,984 111,747
Prothom Alo 1,080,000 270,000
Naya Diganta - 100,000
Livehindustan 187,077 46,770
Hindi Patrika - 100,000

Table 2: Model quality analysis dataset statistics
(the number of training and validation samples).
Naya Diganta and Hindi Patrika were entirely used
for validation purposes.

5.1.2. Datasets For Model Quality Analysis

We experiment with publicly available datasets
(Rahman et al., 2022b) for model quality analysis
– three Bengali and two Hindi datasets. (see table
2). We chose newspaper articles to verify the effec-
tiveness of models across various domains. Do-
mains include politics, technology, sports, lifestyle,
literature, and entertainment. Bengali datasets in-
clude online news website articles collected from
Prothom Alo (Rahman, 2017), BDNews24 (Kha-
lidi, 2017), and Naya Diganta (Mohiuddin, 2019).
The Hindi datasets are also from online news por-
tals – Hindi News LiveHindustan (Shekhar, 2018)
and Patrika (Jain, 2018). Following Rahman et al.
(2022b), we use two Bengali and Hindi datasets-
Naya Diganta and Patrika as test sets.

We also tested our models with misspelled
words. To do that, we replaced words in the Pro-
thom Alo dataset with common misspellings identi-
fied by Rahman et al. (2022b). First, we randomly
select a certain percentage of sentences in the val-
idation set. Then, we transform the words in the
selected sentences with their misspelled versions.
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5.2. Performance Metrics

We use perplexity (PPL) obtained from the masked
token prediction task to assess the quality of the
model. To calculate the perplexity, we randomly
select tokens from the sequences in the corpus for
masking. Then, we compute the probability P of
the model predicting token given the masked se-
quence. We calculate perplexity by multiplying the
probabilities and dividing by the number of tokens.
We consider log of probabilities to avoid numeri-
cal underflow. This PPL calculation approach is
better suited to the BERT model than the next to-
ken prediction task as it measures the ability of the
model to predict missing tokens anywhere in the
sequence.

For downstream tasks such as text classification,
named entity recognition, sentiment analysis, and
natural language inference (NLI), we use F1 score
and accuracy as performance metrics.

5.3. Model Training & Evaluation

For the masked token prediction task, we trained
models with the same vocabulary size (30,522) for
24 epochs. We used 80% of the data for train-
ing and reported perplexity on 20% of validation
data. We optimized the models using Adam opti-
mizer with 2e-5 learning rate and decayed learning
rate with linear learning rate scheduler. We used
a batch size of 64 and trained the models using
two GPU servers – one 16GB Tesla V100 GPU
(51GB RAM) and another 11GB Nvidia GeForce
RTX 2080 TI GPU (131GB RAM). For experimen-
tation, we used frameworks and libraries like Trans-
formers (Wolf et al., 2020a), Pytorch (Paszke et al.,
2019), and Scikit-learn (Pedregosa et al., 2011).

5.4. Fine-tuning & Evaluation

We fine-tuned models for eight diverse down-
stream tasks in Bengali and Hindi. The fine-tuning
was performed for 2-6 epochs, and learning rate
was tuned from 1e-5 to 5e-5 range with a weight
decay of 0.01. We used Adam optimizer and
tuned the learning rate warmup ratio from 0 to
10% of the total steps. The batch size was cho-
sen from {16, 32}, and we use a batch size of 32
for most of the tasks. The maximum length was
restricted to 128 tokens for the fine-tuning exper-
iments. We fine-tune pretrained models indepen-
dently for each task.

We select the best model based on validation
performance for public datasets with given test and
validation splits. Then, we use the official test splits
to report the final results. In addition, we perform a
five-fold cross-validation for the data sets without
an official test set and report mean results.

5.4.1. Downstream Tasks

We fine-tuned models on existing Bengali and
Hindi benchmark datasets (Rahman et al., 2022b;
Kakwani et al., 2020b) comprising basic NLU
tasks. Basic NLU task includes question classifi-
cation, sequence labeling, text classification, and
sequence pair classification.

Question Classification The Bengali Question
Classify dataset (Islam et al., 2016) consists of
3,330 question samples and six classes. The task
is to classify a question into one of the six classes
– numeric, human, location, abbreviation, entity,
and descriptive type question.

Named Entity Recognition We chose the
largest public NER dataset for Bengali (Karim et al.,
2019). The dataset contains 71 thousand sen-
tences properly annotated using the IOB tagging
scheme. It was annotated using four course-
grained tags: person (PER), location (LOC), orga-
nization (ORG), and object (OBJ) entity.

Article Genre Classification A news article is
provided as input, and the task is to classify the
article’s genre or topic. We select two Bengali and
Hindi datasets - Soham News Articles (Chatterjee,
2019) and BBC News (Kakwani et al., 2020b) with
14,106 and 4,333 articles, respectively.

Hate Speech Detection The task is to identify
whether a post on social media contains hate
speech and offensive content. Hindi Hate Speech
dataset (HASOC, 2019) comprises 3,664 posts
with binary classes - hate and offensive (HOF) and
Non-hate and offensive (NOT).

Sentiment Analysis We used two Hindi
datasets for sentiment analysis. The Hindi
Product Review dataset (Rahman et al., 2022b)
consists of 2,355 reviews. The task is to classify a
review into positive or negative classes. Moreover,
IIT-Patna movie (3,100 samples) (Akhtar et al.,
2016) reviews can be categorized into three
polarities- positive, negative, or neutral.

Natural Language Inference For NLI, we use
the Choice of Plausible Alternative (COPA) task
(Gordon et al., 2012). This task verifies models’
capability for open-domain commonsense reason-
ing. We use COPA’s Hindi-translated version (Kak-
wani et al., 2020b) with 899 multiple-choice ques-
tions on causal reasoning. The question serves as
a premise, and the objective is to choose an alter-
native with a more plausible causal relation (cause
or effect) to the premise.
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Dataset Error Without Tokenizer With Tokenizer Improvement
BDNews No 100.22 48.60 +51.50%

Prothom Alo

No 44.82 26.05 +41.88%
10% 52.57 29.27 +44.32%
20% 61.57 32.95 +46.48%
30% 72.13 37.15 +48.50%

Naya Diganta No 81.06 45.78 +43.52%

Table 3: Improvement resulted from Bengali Unigram BERT compared to baseline BERT.

Dataset Error Without Tokenizer With Tokenizer Improvement
Live Hindustan No 56.88 23.27 +59.10%
Hindi Patrika No 92.03 35.77 +61.13%

Table 4: Improvement resulted from Hindi Unigram BERT compared to baseline BERT.

Dataset Error Without Tokenizer With Tokenizer Improvement
BDNews No 100.22 73.71 +26.45%

Prothom Alo

No 44.82 34.51 +23.00%
10% 52.57 36.16 +31.22%
20% 61.57 37.81 +38.59%
30% 72.13 39.77 +44.86%

Naya Diganta No 81.06 48.87 +39.71%

Table 5: Improvement resulted from Bengali Character BERT compared to baseline BERT.

Dataset Error Without Tokenizer With Tokenizer Improvement
Live Hindustan No 56.88 42.99 +24.42%
Hindi Patrika No 92.03 56.35 +38.77%

Table 6: Improvement resulted from Hindi Character BERT compared to baseline BERT.

Discourse Analysis MIDAS Discourse dataset
(Dhanwal et al., 2020) has 9,968 sentences from
Hindi stories and is annotated with five discourse
modes - descriptive, narrative, dialogue, argumen-
tative, informative, and others. The task is to iden-
tify the modes of discourse at the sentence level.

Cloze-style Multiple Choice QA Cloze-style
multiple choice QA (Kakwani et al., 2020b) eval-
uates whether an LM can serve the purpose of a
knowledge base. 38,845 article samples are col-
lected from Bengali Wikipedia. An entity is ran-
domly masked in the article. The task is to predict
the masked entity out of four possible candidates.

6. Results & Discussion

6.1. Comparison With Baseline Model
We trained original BERT and proposed models
on five Bengali and Hindi datasets. We compared
their PPL scores on a validation set in correct and
erroneous settings. Perplexity and improvements
are reported in tables 3, 4, 5, and 6. We report
improvement relative to the baseline. Eight sets of

PPL scores are used to perform a one-tailed paired
t-test, and results in bold text indicate a statistically
significant difference (p < 0.005). The PPL scores
in the tables show that the Bengali and Hindi Uni-
gram BERT and Character BERT outperform base-
line BERT with Wordpiece vocabulary.

We also experiment with whether our pretrained
models can deal with misspellings. Hence, we
created noisy versions of the Prothom Alo valida-
tion set with incremental changes in noise levels.
We transform words in p% sentences to create er-
roneous versions of the validation set. The mis-
spelled words are formed by adding, removing, re-
placing characters, modifying vowels and conso-
nants, or producing inflected forms of words by
adding affixes.

With incremental changes in error percentage,
the perplexity of Bengali and Hindi Unigram BERT
and Character BERT increases slowly compared
to the baseline BERT. In particular, Bengali and
Hindi Character BERT outperform original BERT
by a large margin in erroneous settings. Although
the relative improvement is 23% in the correct vali-
dation set, the improvement becomes greater than
44% when a noise level of 30% is applied to the
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Original Bengali Bengali
Dataset BERT Unigram BERT Character BERT
Question Classify 90.50 97.22 96.48

Table 7: Comparison of F1 score between proposed pretrained models and original BERT in Bengali
downstream tasks. Original BERT results are from (Rahman et al., 2022a)

Original Hindi Hindi
Dataset BERT Unigram BERT Character BERT
Hate Speech Detection 77.00 82.93 82.77
Product Reviews 84.10 89.57 87.23
Average 80.55 86.25 85.00

Table 8: Comparison of F1 score between proposed pretrained models and original BERT in Hindi down-
stream tasks. Original BERT results are from (Rahman et al., 2022a)

Indic Multilingual Bengali Bengali
Dataset BERT BERT Unigram BERT Character BERT
Named Entity Recognition 62.42 64.54 71.49 69.87
Soham News Article 78.45 80.23 91.28 91.92
Cloze-style QA 39.40 36.23 56.16 40.51
Average 60.09 60.33 72.97 67.43

Table 9: Accuracy comparison between proposed pretrained models and multilingual models in Bengali
downstream tasks, except NER task, which compares F1 score. NER result, and the rest of the results
for multilingual BERT and IndicBERT are published in (Ashrafi et al., 2020) and (Kakwani et al., 2020b),
respectively.

Indic Multilingual Hindi Hindi
Dataset BERT BERT Unigram BERT Character BERT
BBC News Classification 74.60 60.55 76.67 76.09
IITP Movie Reviews 59.03 56.77 66.77 63.87
Midas Discourse 78.44 71.20 81.44 79.44
COPA 51.22 54.78 60.80 56.12
Average 65.82 60.83 71.42 68.88

Table 10: Accuracy comparison between proposed pretrained models and multilingual models in Hindi
downstream tasks. The multilingual BERT and IndicBERT results are published in (Kakwani et al.,
2020b).

Prothom Alo validation set. So, the relative im-
provement almost doubles, showing Bengali and
Hindi Character BERT’s advantage in erroneous
settings. Bengali and Hindi Unigram BERT can
also better adapt to noisy and inflected settings, as
the relative improvement increases to 48% in the
noisiest version from 41% in the correct Prothom
Alo validation set.

6.2. Comparison in Downstream Tasks

We fine-tuned pretrained Bengali and Hindi Char-
acter BERT and Unigram BERT on three down-
stream tasks. We compared them with original
BERT pretrained on the same pretraining data
(Rahman et al., 2022a). There are no publicly
available standard test splits for question classifi-

cation, hate speech detection, and product review
datasets. Thus, we perform 5-fold cross-validation
to report mean F1 scores. The mean results in ta-
ble 7 and 8 show that Bengali and Hindi Charac-
ter BERT and Unigram BERT achieve robust per-
formance over the original BERT in three down-
stream tasks. The Bengali and Hindi Unigram
BERT model significantly improved over the origi-
nal BERT. Moreover, character-aware Bengali and
Hindi Character BERT marginally lag behind Ben-
gali and Hindi Unigram BERT in three tasks.

We compare our pretrained models with two mul-
tilingual models. Table 9 and 10 compares pub-
lished multilingual BERT and IndicBERT (Kakwani
et al., 2020b) results with our pretrained models.
However, the gold labels for the COPA test set are
not publicly available. Therefore, we collected the
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test set with gold labels from the English COPA
dataset (Roemmele et al., 2011). Then, we trans-
lated them to Hindi using manually translated an-
notations (Kakwani et al., 2020a). We fine-tuned
pretrained multilingual BERT and IndicBERT on
the COPA dataset and reported results on the
translated test set. Previous work (Ashrafi et al.,
2020) only published multilingual BERT results for
the NER task. Hence, we fine-tuned IndicBERT on
the NER dataset and reported results on the stan-
dard test set. We report macro-F1 for the NER task
and accuracy for the other tasks.

Bengali and Hindi Unigram BERT outperform
multilingual BERT and IndicBERT, achieving aver-
age scores of 72.97 and 71.42, respectively. Ben-
gali and Hindi Character BERT outperform multi-
lingual BERT and IndicBERT, achieving average
scores of 67.43 and 68.88, respectively. Our pre-
trained models’ performance is more robust for
four text classification tasks than for other tasks.
For challenging tasks like COPA and Cloze-style
QA, our models, especially Bengali and Hindi Uni-
gram BERT, improve by a large margin of up to 9
points and 19 points in COPA and QA datasets,
respectively. For Wikipedia-based datasets like
Clozed-style QA, our pretrained models can im-
prove task performance over multilingual BERT
pretrained on the Wikipedia corpus. Bengali and
Hindi Character BERT and Unigram BERT are
comparable, but Unigram BERT is consistently bet-
ter in most tasks.

7. Error Analysis

We also experimented with how the Unigram to-
kenizer performs in scenarios where Benali and
Hindi have multiple morphological forms, such as
classifier suffixes and affixes indicating different
verb tenses. For example, the Unigram tokenizer
can separate classifier suffixes ‘iT’, ‘guela’, ‘xana’ from
roots ‘balk’, ‘Aam, ‘kagj’ in words ‘balkiT’ (the boy),
‘Aamguela’ (mangoes), ‘kagjxana (the papers), respec-
tively. Here, the classifier suffixes indicate singu-
lar, specific, and concrete forms of nouns. More-
over, it can break down words ‘Harqilam’ (was los-
ing), ‘eHeriqlam’ (lost), ‘Hartam’ (used to lose) into suf-
fixes ‘iqlam’, ‘tam’, and roots ‘Har’, ‘eHer’. Here, the af-
fixes indicate past progressive tense, past perfect
tense, and simple past tense, respectively, and the
root shows an example of nonlinear inflection de-
pending on the addition of affix and tense.

We also investigated failure cases, specifically
those the unigram and character level tokenizer fail
to capture instead of general BERT problems. The
Unigram tokenizer fails to break down transliter-
ated words properly. For example, ‘IUinfaID’ is the
transliteration of the word ‘Unified’ in English. In
the NER dataset, this word appears as the sports

team’s name, ‘BaKladeS IUinfaID dl’ (Bangladesh
Unified Team). Another challenge for the tokenizer
was tokenizing multi-word expressions. For ex-
ample, the Unigram tokenizer cannot properly to-
kenize the multi-word expression ‘UÑr-pi±cima¨celr’
(north-western region). Nevertheless, it can prop-
erly tokenize each word of the multi-word expres-
sion when it occurs in isolation. Moreover, both the
tokenizer fails to properly tokenize English words
appearing frequently in the Hate Speech dataset.
Since the observations are collected from social
media, it is common for social media posts to
have mixed script text. However, our tokenizers
and models are pre-trained mainly on monolingual
data, which does not contain mixed scripts like En-
glish and Hindi. For example, Bengali and Hindi
Unigram BERT does not have all English alpha-
bets in its vocabulary, thus leading to an unknown
([UNK]) token. Although Bengali and Hindi char-
acters BERT do not rely on fixed vocabulary, such
mixed script data was not seen during training.

8. Conclusion & Future Work

To address the specific needs of Sanskrit-
originated languages, we have presented Ben-
gali and Hindi Unigram and character-level tok-
enizers and pretrained models. We show that
these tokenizers are well suited for low-resource
Bengali and Hindi languages by demonstrating
improved performance in a diverse set of down-
stream tasks. Both tokenizers, especially Bengali
and Hindi character-level tokenizer, show robust-
ness over the original BERT tokenizer in highly er-
roneous and inflected settings.

In future research, we plan to run experiments
on more Bengali and Hindi NLU benchmarks and
pretrain models on more data with longer se-
quences. We can use a more efficient pretrain-
ing objective like replaced token detection or span
masking instead of tokens. Fusing both tokenizers
or applying similar tokenization strategies for Ben-
gali and Hindi natural language generation mod-
els is also possible. It will also be an interesting
avenue to explore how the tokenizer performs if
built upon an N-gram language model instead of
a Unigram language model. Future research can
apply and compare similar tokenizers for more re-
cent and larger NLU models (He et al., 2021; Liu
et al., 2019).

9. Ethical considerations

We carefully considered data sources with min-
imum offensive texts for the pretraining corpus.
However, unpleasant content like objectionable
text and sociocultural or stereotypical biases might
exist. Such biases can contribute to biased word
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representations and have a negative impact, espe-
cially for text generation purposes.

10. Code Availability

Our code and pretrained models are available at
https://github.com/arif-shahriar-ani
k/Carefully-Chosen-Transformer-Archi
tecture-Improves-Sanskrit-Originate
d-Language-Modeling.
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