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Abstract

In this paper, we focus on the challenging yet practical problem of Continual Few-shot Relation Extraction (CFRE),
which involves extracting relations in the continuous and iterative arrival of new data with only a few labeled examples.
The main challenges in CFRE are overfitting due to few-shot learning and catastrophic forgetting caused by continual
learning. To address these problems, we propose a novel framework called RK2DA, which seamlessly integrates
prototype-based data augmentation and relational knowledge distillation. Specifically, RK2DA generates pseudo data
by introducing Gaussian noise to the prototype embeddings and utilizes a novel two-phase multi-teacher relational
knowledge distillation method to transfer diverse knowledge from different embedding spaces. Experimental results
on the FewRel and TACRED datasets demonstrate that our method outperforms the state-of-the-art baselines.
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1. Introduction

Relation Extraction (RE) is a crucial component
of NLP which focuses on automatically identifying
the relation between two named entities mentioned
within a sentence for various downstream applica-
tions (Wang et al., 2015; Yu et al., 2017). How-
ever, traditional RE methods (Zeng et al., 2014;
Baldini Soares et al., 2019) exhibit limitations in
handling the rapid emergence of novel relations in
real-world scenarios, since they perform once-and-
for-all training on a predefined and fixed set.

To adapt to this situation, Continual Relation Ex-
traction (CRE) was introduced (Wang et al., 2019).
Compared with traditional RE, CRE demands that
models to retain a stable understanding of old rela-
tions and incrementally learn new tasks. A straight-
forward solution is to store all previous data and
combine it with new data for model retraining. Unfor-
tunately, it is impracticable due to limitations in stor-
age and computing resources. Thus, CRE suffers
from catastrophic forgetting (McCloskey and Co-
hen, 1989; French, 1999), where the model tends
to forget previous knowledge and the embedding
space will gradually be destroyed.

There are three primary approaches to address
this problem: regularization-based methods, dy-
namic architecture methods, and memory-based
methods. Among them, memory-based methods
have demonstrated superior performance in NLP
scenarios (Wang et al., 2019; Han et al., 2020;
Cui et al., 2021; Zhao et al., 2022; Hu et al., 2022;
Zhang et al., 2022). These methods store several
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† Corresponding author

Figure 1: Comparisons of conventional CFRE and
our method RK2DA. Conventional CFRE continu-
ously learns relations from few-shot data stream,
which suffers from catastrophic forgetting and over-
fitting. RK2DA generates pseudo data and trans-
fers various knowledge to alleviate these problems.

key examples from previous tasks in a memory
module and utilize them for subsequent task learn-
ing. However, despite their effectiveness, they all
rely on extensive annotated data for new relations.
This reliance presents challenges in real-life sce-
narios where acquiring sufficient labeled data for
continuously emerged relations is often costly and
impracticable. As a result, this issue gives rise to
a long-tail distribution of relations in the real world,
where novel relations are few-shot with a limited
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number of samples. Therefore, Continual Few-
shot Relation Extraction (CFRE) was introduced
(Qin and Joty, 2022). As shown in fig. 1(a), CFRE
obtains knowledge of novel relations from a contin-
uous few-shot data stream. Therefore, CRFE not
only faces the challenge of catastrophic forgetting
but also encounters the overfitting conundrum that
arises from few-shot examples.

To tackle above problems, some attempts have
been made, such as the method proposed by Qin
and Joty, which is based on embedding space reg-
ularization and data augmentation (ERDA). ERDA
imposes constraints on the embedding space and
uses a self-supervised method to retrieve sen-
tences with the same entity or high similarity scores
for data augmentation. However, this method strug-
gles to find sentences with correct relations and
ensure balanced data volume for each relation.
Moreover, ERDA does not utilize history knowledge
obtained from previous tasks.

In fact, humans can continually draw inferences
from a handful of examples through repetition of
history knowledge and reconsolidation exercises
(Tononi and Cirelli, 2006; Boyce et al., 2016).
Based on this observation, we propose a novel
method, RK2DA, which seamlessly integrates
Relational Knowledge Distillation and Prototype
Data Augmentation (Park et al., 2019; Zhu et al.,
2021; Thi et al., 2022) into leraning framework.

As shown in fig. 1(b), RK2DA utilizes a combina-
tion of pseudo data (represented by shaded data
points) and various knowledge (both previous and
current knowledge) for training. Specifically, after
rapidly adapting current knowledge, we introduce
Gaussian noise to the relation prototypes for data
augmentation. This simpler method efficiently gen-
erates diverse data to form a balanced fine-tuning.
Training with these sufficient pseudo data enables
model to reconsolidate both the previous and cur-
rent knowledge, thus alleviating the overfitting prob-
lem. Afterwards, considering that different teacher
imparts different knowledge, we propose a novel
two-phase multi-teacher relational knowledge dis-
tillation approach. It transfers various knowledge
by comparing relation prototypes between new and
old embedding spaces in two phases. Such trans-
fer of correct knowledge ensures alignment and
uniformity between the data distributions of differ-
ent tasks, rectifies incorrect knowledge and miti-
gates the catastrophic forgetting. Finally, we use a
simple reconsolidation module to consolidate the
knowledge acquired from the current task. Our con-
tributions in this paper are summarized as follows:

• We propose RK2DA, a novel method that
seamlessly integrates relational knowledge dis-
tillation and prototype data augmentation into
learning framework, to fully alleviate catas-
trophic forgetting and overfitting in CFRE.

• The modules of RK2DA effectively utilize vari-
ous knowledge and augmented pseudo data,
thereby ensuring a stable comprehension of
previous knowledge while learning new tasks.

• Extensive experiments demonstrate that
our RK2DA outperforms the state-of-the-art
(SOTA) models on two benchmark datasets,
FewRel and TACRED.

2. Related Work

2.1. Continual Relation Extraction
Traditional RE methods mainly include supervised
methods (Liu et al., 2013; Zeng et al., 2014), semi-
supervised methods (Chen et al., 2006; Hu et al.,
2021), and distant supervised methods (Yao et al.,
2011; Zeng et al., 2015; Han et al., 2018). How-
ever, these methods all perform once-and-for-all
training on a predefined static relation set, without
considering the continuous emergence of new rela-
tions in the real world. Hence, CRE aims to extract
relations from a continuous data stream.

The main challenge in CRE is catastrophic forget-
ting (McCloskey and Cohen, 1989; French, 1999).
Current methods used to alleviate this problem can
be divided into three categories. (i) Regularization-
based methods impose constraints on the update of
parameters (Li and Hoiem, 2018; Kirkpatrick et al.,
2017; Ritter et al., 2018). (ii) Dynamic architecture
methods change models’ architectural properties
upon new data by dynamically accommodating new
neural resources (Chen et al., 2016; Fernando et al.,
2017; Mallya et al., 2018). (iii) Memory-based meth-
ods explicitly retrain the models on a limited subset
of stored samples (Han et al., 2020; Cui et al., 2021;
Thi et al., 2022). Among these methods, memory-
based methods have been proven to be the most
promising in NLP tasks (Wang et al., 2019). In-
spired by the success of memory-based methods
in CRE, we continue to utilize the memory-based
approach. Additionally, Wang et al. has highlighted
the issue of data imbalance between new and old
relations leads to performance degradation in previ-
ous work (Han et al., 2020; Cui et al., 2021). There-
fore, we generate balanced training set to ensure
each relation has an equal number for fine-tuning.

2.2. Continual Few-Shot Relation
Extraction

In real-world scenarios, obtaining a substantial
amount of annotated data is expensive and imprac-
ticable. Thus, the concept of CFRE was introduced.
In contrast to Few-Shot Relation Extraction (FSRE)
(Gao et al., 2019; Yang et al., 2021; Ren et al.,
2023), where models learn from a few-shot but still
fixed set, CFRE presents a greater challenge as it
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strives to achieve continual learning and few-shot
learning simultaneously. In CFRE, the model needs
to continually learn relational patterns from a se-
quence of few-shot tasks, which suffers from both
the problems of catastrophic forgetting and over-
fitting. Qin and Joty were the first to explore this
field and highlighted that SOTA efficient methods for
CRE may not be applicable under the continual few-
shot setting. They proposed a novel method called
ERDA, which enforces additional constraints on the
relational embeddings and adds relevant data in
a self-supervised manner. While ERDA improved
CFRE performance, it overlooks the utilization of
knowledge from previous tasks and encounters dif-
ficulties in identifying correct data. Hence, we inte-
grate relational knowledge distillation and prototype
data augmentation to address these limitations.

2.3. Knowledge Distillation
Knowledge distillation has gained significant atten-
tion as a method for compressing and accelerating
models. It involves training smaller student mod-
els by learning from larger teacher models. Since
knowledge distillation enables the transfer of exper-
tise from different models, it has been introduced
into the field of continual learning. For example,
Learning without Forgetting (LwF) (Li and Hoiem,
2018), Replay-through-Feedback (RtF) (De Lange
et al., 2022) and Lifelong Language Knowledge Dis-
tillation (L2KD) (Chuang et al., 2020). Some prior
studies have also used knowledge distillation in
CRE to transfer previous knowledge and maintain
the stability of the embedding space (Zhao et al.,
2022; Thi et al., 2022). Dong et al. firstly applied re-
lational knowledge distillation to the problem of con-
tinual few-shot learning in computer vision, which
made great success. However, previous work all
focus on transferring knowledge solely from the last
model. Considering that different teachers impart
different knowledge, we propose a novel two-phase
multi-teacher framework to transfer various knowl-
edge from different embedding spaces.

3. Methodology

3.1. Task Formulation
CFRE involves learning from a sequence of n tasks
T =

(
T 1, . . . , T n

)
. Each task T k has its own

training set Dk
train, test set Dk

test and relation set
Rk. Every dataset D contains several samples
{(xi, yi)}|D|

i=1, where (xi, yi) represents the relation
of an entity pair in sentence xi is yi ∈ Rk. To
address the issue of catastrophic forgetting, we fol-
low the memory-based methods setting, utilizing a
memory module M = {M1,M2, ...}. The memory
M stores key samples from previous tasks. D̃k

train

Algorithm 1 Training process at time step k
Input: the training set Dk

train and the relation set Rk

of the current task T k, the current memory M̂k−1 and
the known relation set R̂k−1, all history relation scale set
Ŝk−1, distillation frequency N.
Output: fk

θ , Mk, R̂k,Ŝk

1: Initialize the embeddings ri for Rk,D̃k
train = ∅

2: for i = 1, . . . , epoch1 do
3: Update θ with ∇LFA

4: end for
5: Store key samples from Dk

train in Mk

6: Compute the scale of every relation ri ∈ Rk ∪R1 to
store in Sk

7: Update R̂k,M̂k, Ŝk

8: for ri ∈ R̂k do
9: Compute the scale sri of ri through Ŝk

10: Generate expanded D̃k
train,ri for ri

11: D̃k
train = D̃k

train ∪ D̃k
train,ri

12: end for
13: for i = 1, . . . , epoch2 do
14: for j = 2, . . . , iter do
15: Update θ with ∇LFA

16: if j==N then
17: Update θ with knowledge Distillation

∇LRKD1

18: Update θ with knowledge Distillation
∇LRKD2

19: end if
20: end for
21: end for
22: for i = 1, . . . , epoch3 do
23: Update θ with ∇LFA

24: Update θ with knowledge Distillation ∇LRKD2

25: end for

denotes the augmented training set, which is ex-
panded through the scale set S. (̂·)

k
represents

the union corresponding to (·) at stage k, such as
the memory module M̂k = ∪k

i=1M
i.

The principal distinction between CFRE and CRE
resides in the assumptions regarding available train-
ing data. CFRE assumes sufficient training data
for T 1, while the subsequent tasks are few-shot,
with only a limited number of labeled instances.
Assuming that the number of relations in each few-
shot task is N and the number of samples for each
relation is K, this setup is termed N-way K-shot
continual learning. The problem setup of CFRE
aligns with the real scenarios, where there is gen-
erally sufficient data for existing tasks, but only a
handful of labeled data for new tasks.

3.2. Framework Overview

The framework of RK2DA is shown in fig. 2 and
detailed learning procedures are illustrated in algo-
rithm 1 which consists of three major steps: (i) Fast
Adaption (FA) (line 2 ∼ 4, fig. 2(a)) The encoder’s
parameters are trained on the M1 ∪Dk

train (Dk
train
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Figure 2: The overall framework of our proposed RK2DA.

for T 1) with LFA to obtain knowledge in and be-
tween T k and T 1 (ii) Balance Tuning (BT) (line
5 ∼ 21) After the FA, for each relation ri ∈ Rk, we
use the k-means algorithm to select key instances
from Dk

train to store in memory (line 5 ∼ 6). Un-
like traditional CRE, we only store one instance
for each relation in few-shot tasks. Meanwhile, we
also record the scale skr of relation in this time step.
Then, we generate an augmented D̃k

train where each
relation has an equal number of data for balanced
fine-tuning (line 8 ∼ 12). Afterwards, we generate
pseudo data based on prototype data augmentation
and use two-phase multi-teacher relational knowl-
edge distillation to transfer knowledge from both
previous and current tasks in the embedding space
(line 13 ∼ 21). (v) Balance Reconsolidation (BR)
(line 22 ∼ 25, fig. 2(c)) In BT, we primarily focus on
the restoration of the embedding space disrupted
by FA. This increases complexity of the current task
learning. Hence, we carry out reconsolidation to
enhance learning performance of current task in
the restored space. For a predicted instance xi, we
calculate its cosine similarity to all relations’ proto-
type embedding, and select the highest relation y∗i
as i’s predicted relation. Next, we’ll first introduce
basic encoder network and relational knowledge
distillation. Afterwards, we will provide a detailed
description of each module.

3.3. The Encoder Network
The siamese encoder (fθ) aims to extract generic
relation related features from input. The input can
be a labeled sentence or the name of a relation.
We use same encoder Bi-LSTM as (Han et al.,
2020; Qin and Joty, 2022) to conduct a compre-
hensive comparison with SOTA models. In the
classical CRE and CFRE methods (Wang et al.,
2019; Han et al., 2020; Qin and Joty, 2022), Bi-

LSTM is widely used. It takes GloVe embeddings
(Pennington et al., 2014) of the words in a given
input and produces a vector representation through
a Bi-LSTM (Hochreiter and Schmidhuber, 1997).

3.4. Relational Knowledge Distillation
As Relational Knowledge Distillation (RKD) consti-
tutes the core component of the subsequent train-
ing stage section 3.7, we will introduce the details
of this technology in this section. RKD aims to
transfer structural knowledge (e.g., angle-wise or
distance-wise relations) from the teacher’s output
presentation. However, embeddings of text data
change during training. If we simply restrict the
distance, it will reduce the flexibility of the model
and make the embedding space too stable to be
compatible with subsequent knowledge. Thus, we
replace it with conventional KL divergence loss.
KL divergence loss (Zhao et al., 2022) We use the
similarity metric between relations as distribution
knowledge to maintain consistency in the distribu-
tion of old relations. Specifically, we will calculate
the prototype µk

r of each relation. Then, the co-
sine similarity between the classes is calculated to
represent the distribution knowledge:

ari,rj =
µT
riµrj

∥µri∥
∥∥µrj

∥∥ (1)

where ari,rj is the cosine similarity between proto-
type ri and rj . The prototype is calculated by:

µk
r =

1

|Dr|+ 1
·

( ∑
xi∈Dr

fθ(xi) + r
)

(2)

Then, we use KL divergence to make the encoder
retain the distribution knowledge of the old tasks:

LKL(R,D; θt, θs) =
∑
i

KL
(
Pi; θ

t||Qi; θ
s
)

(3)
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where R is relation set and D is dataset for calcu-
lating loss, Pi is the metric distribution of prototype
before training, and prirj =

exp(arirj
/τ)∑

rj
exp(arirj

/τ)
. Sim-

ilarly, Qi is the metric distribution during training,
and qrirj =

exp(ãrirj
/τ)∑

rj
exp(ãrirj

/τ)
. ã is the cosine similar-

ity of temporary prototypes during training.
Angle-wise distillation loss (Park et al., 2019)
We use angle-wise distillation loss to transfer the
relationship of training embeddings by penalizing
angular differences. Given a triplet of embeddings,
an angle-wise relational potential measures the
angle formed by the three embeddings:

ψA (xi, xj , xk) = cos∠xixjxk = ⟨exixj , exkxj ⟩

where eab =
fθ(a)− fθ(b)

∥fθ(a)− fθ(b)∥2
.

(4)

Using the angle-wise potentials measured in the
previous tasks and current task embedding spaces,
an angle-wise distillation loss is defined as:

LA(R,D; θt, θs) =
∑

(xi,xj ,xk)∈X 3

lδ(ψA(xi, xj ,

xk; θ
t), ψA (si, sj , sk; θ

s))

(5)

where lδ is the Huber loss. The final RKD loss
function consists of two parts:

LRKD(R,D; θt, θs) = λKL · LKL + λA · LA (6)

Our focus is on a more challenging CFRE problem,
where what knowledge to transfer and how to ef-
fectively transfer knowledge are equally important.
Previous knowledge distillation methods used in
continual learning have mainly focused on single-
phase single-teacher methods, which only empha-
size knowledge from the last task. These methods
overlook the catastrophic forgetting of previous task
which results in the transfer of incorrect knowledge.
Considering that different teacher impart different
knowledge, we propose a two-phase multi-teacher
learning method for transferring correct knowledge
from different embedding spaces. We will provide
a detailed introduction to this method in Balance
Tuning (section 3.7).

3.5. Fast Adaption for New Task

Since the relations in Rk does not appear before,
the model is initially fine-tuned to obtain knowledge
from new task. Unlike traditional approaches in
CRE and CFRE that only use the current train-
ing set for fine-tuning, we train the model on the
Dk

train ∪ M1(D1
train for the T 1), hoping to obtain

the knowledge in and between the new task and
the base task. There is no class imbalance issue

since we store the same number as the new task for
the first task. Then, we optimize the parameters (θ)
by minimizing a loss LFA that consists of a cross
entropy loss, a multi-margin loss and a pairwise
margin loss. The cross entropy loss LCE is used
for relation classification as follows:

∑
(xi,yi)∈D

|R|∑
j=1

δyi,rj × log
exp

(
g
(
fθ (xi) , µ

k
rj

))
∑|R|

l=1 exp
(
g
(
fθ (xi) , µk

rl

))
(7)

k, g(, ) is a function used to measure similarity be-
tween two vectors (e.g., cosine similarity), and δa,b
is the Kronecker delta function. Additionally, we
use two same margin-based losses as ERDA to
increase similarity score gap between the correct
label and the wrong label. The first one is a multi-
margin loss, which is defined as:

Lmm =
∑

(xi,yi)∈D

R∑
j=1,j ̸=ti

max(0,

m1 − g
(
fθ (xi) , µ

k
rti

)
+ g

(
fθ (xi) , µ

k
rj

)) (8)

where ti denotes the correct relation index within
R̂k, such that rti = yi, and m1 represents a spec-
ified margin value. The Lmm loss is designed to
promote intra-compactness and simultaneously en-
large inter-class distances. The second one is a
pairwise margin loss:
Lpm:

Lpm =
∑

(xi,yi)∈D

max(0,m2 − g
(
fθ (xi) , µ

k
rti

)
+g
(
fθ (xi) , µ

k
si

)) (9)

where m2 is the margin for Lpm and si =
argmaxs g

(
fθ (xi) , µ

k
rs

)
s.t. s ̸= ti, the closest

wrong label. The Lpm try to increase the similarity
score gap of the correct label and the closest wrong
label. The total loss for FA on T k is defined as:

LFA = λceLce + λmmLmm + λpmLpm (10)

where λce, λmm and λpm are the relative weights of
the component losses, respectively.

3.6. Memory Selection and Data
Augmentation

Since Memory selection and data augmentation are
important in BT, we introduce them in this section.

For each relation r in Rk, we apply the K-means
algorithm to select typical sample into Mk. Specif-
ically, we obtain the embeddings of r’s samples
from the encoder. Then we calculate the centroid
feature by averaging the embeddings of each clus-
ter. Afterwards, we choose the sample per new
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relation closest to the centroid and store it in mem-
ory Mk for few-shot tasks. Since the relations in
the base task are common, we store K samples
per relation, corresponding to the value of K-shot.

Additionally, we record the scale Sk
r in base task

and current task for data augmentation in BT:

skr =

√√√√1

2
(sk∗

r
2
+

Tr
(∑k

i

)
N

) (11)

where N is the dimension of the embedding space.∑k
ri is the covariance matrix for the features from

relation r at stage k. k∗ represents the stage at
which the relation r occurs, and the Tr is the trace
of a matrix.

Due to privacy concerns and CFRE setting, we
cannot store all the samples for few-shot tasks. So,
we use prototype augmentation based on the data
distribution in the embedding space to reconsoli-
date both previous and current knowledge.

RK2DA generates D̃k
train,ri

for each relation ri ∈
R̂k. Each relation has a total of n samples. Specifi-
cally, we store n1 real samples and n2 prototypes
that need to be augmented, where n1 + n2 = n.
When storing real samples, we store all n1 samples
from Dk

train,ri
, where ri ∈ Rk,. For other former

relations, we store their memory samples. When
storing prototypes, instead of using the current pro-
totype, we store memory samples and relations for
n2 times. During training, when sampling these pro-
totypes, we obtain the prototype with the encoder.
This approach allows the model to become more
flexible and adaptable as training progresses.

We also store the scale for each relation to gener-
ate pseudo data D̃k

train. In previous step, we have
computed ri ∈ Rk∪R1. But for ∪k−1

i=2R
k, we cannot

obtain the true scale value of its distribution through
encoder, as we only have one sample per class.
So we use the scale values of the base tasks at dif-
ferent stages to estimate the scale of the relations
r ∈ ∪k−1

i=2R
i in current training stage as follows:

skrj =

√√√√√√1

2

sk∗
rj

2
+

 1

|R1|
∑

rj∈R1

sk∗
ri ·

skrj
sk∗
rj

2

(12)

We consider various relations with different scales
instead of relying on the average scale (Zhu et al.,
2021; Thi et al., 2022). As Ren et al. has proven
that introducing granularity information is helpful
for improving RE performance. So in the BT phase,
the relationship r will be augmented with different
scales as:

fkr = µk
r + ϵ ∗ skr (13)

where ϵ ∼ N(0, 1) is the Gaussian noise, and the µk
r

is the expectation feature of r computed by eq. (2)

Dr is the Dataset of relation r, Dk
train for r ∈ Rk

and Mr for r ∈ ∪k−1
i=1R

i.

3.7. Balance Tuning

The goal of BT is to restore the embedding space
disrupted by FA and learn new relations while en-
suring a stable understanding of previous tasks. in
CRE, memory replay with M is often used. How-
ever, in CFRE, only one instance of the previous
few-shot relations is stored in memory. Using only
these limited data for memory replay can lead to
severe overfitting and data imbalance problems.
Therefore, we fine-tune the model with the ex-
panded dataset D̃k

train in BT. D̃k
train ensures that all re-

lations have an equal number of different instances.
We use the augmented dataset as the training

set. When sampling data needs to be augmented,
we utilize eq. (13) to obtain its pseudo embedding.
When sampling real data, we add a small Gaussian
noise to its embedding to prevent overfitting caused
by multiple replays.

During training process, we use fundamental
LFA function to acquire knowledge from both new
and old tasks. Furthermore, as we consistently
achieve a relatively stable embedding space for
both the current and previous tasks after each train-
ing phase, these embedding spaces encompass
various knowledge. Thus, we propose a two-phase
multi-teacher RKD approach to effectively acquire
knowledge from different tasks at different stages.

Specifically, after updating LFA, we utilize LRKD

to obtain knowledge from both the old and new
task embedding spaces. Our two-phase approach
consists of two parts. In the first phase, for the
old task, we extract information from the embed-
ding space of the old tasks trained in the previous
stages 1, 2, . . . , k−1 to obtain knowledge of the old
tasks during training. Instead of using all sample
pairs in the memory M for knowledge distillation,
we utilize the prototypes of each relation, which
provides higher flexibility for learning future tasks.
Additionally, we emphasizes prototype knowledge
of each task to obtain task-level knowledge:

LRKD1
=

k−1∑
i=1

λ1,iLRKD(R̂
i, M̂ i; θi, θnow)

+

k∑
j=1

λ2,jLRKD(R
j ,M j ; θj , θnow)

(14)

In the second phase, since we have recovered the
knowledge of previous tasks, we acquire the cur-
rent task T k’s knowledge to better match with the
previous knowledge:

LRKD2 = LRKD(R
k,Mk; θk, θnow) (15)
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To ensure the flexibility of our model without over-
fitting to the old tasks, we perform knowledge distil-
lation at a fixed frequency.

3.8. Balance Reconsolidation
Han et al. firstly proposed using reconsolidation
module to reconsolidate the memory of the rela-
tions between old and new tasks. They fine-tune
the model on the memory samples together with
the current training set. However, Wang et al. has
shown that this module introduces the problem of
distribution imbalance. In our BT, we are primarily
concerned with the restoration of the embedding
space with multiple rounds of knowledge distilla-
tion. This increases the complexity of the learning
process for the current task. Hence, we execute
balance reconsolidation to reconsolidate the knowl-
edge of current task in the restored space.

Specifically, we use ∪k−1
i=1M

i and Dk
train as train-

ing sets and utilize LFA for reconsolidation. How-
ever, considering that the issue of data imbalance,
we add the same number of samples from the mem-
ory module as theDk

train and introduce small Gaus-
sian noise during replay. After each training round,
the knowledge distillation helps maintain the stabil-
ity of the embedding space.

4. Experiments

4.1. Datasets
Our experiments are conducted on two benchmark
datasets in the experiment:
FewRel (Han et al., 2018) is a RE dataset that
contains 80 relations, each with 700 instances. For
the convenient comparison with previous work, we
follow the experimental settings in ERDA(Qin and
Joty, 2022). We randomly split the relations into 8
tasks with 10 relations per task and we sample 100
samples for relations in T 1 to have enough data.
Other tasks T 2 . . . T 8 are few-shot.
TACRED (Zhang et al., 2017) is a large-scale RE
dataset containing 42 relations, we filter out the spe-
cial relation ”n/a” . Similar to FewRel, we split the
remaining 41 relations into 8 tasks and randomly
sample examples. Except for the first task that con-
tains 6 relations with 100 examples per relation, all
other few-shot tasks have 5 relations.

4.2. Evaluation Metric
Following Qin and Joty, the model will be evaluated
on the testsets D̂k

test = ∪k
i=1D

i
test of all seen rela-

tions by average accuracy after training on each
task. This metric reflects whether the model can al-
leviate catastrophic forgetting and overfitting while
acquiring novel knowledge well with limited data.

Method
Task index

1 2 3 4 5 6 7 8

SeqRun 92.78 52.11 30.08 24.33 19.83 16.90 14.36 12.34

Joint Train 92.78 76.29 69.39 64.75 60.45 57.64 52.80 50.03

EMAR 85.20 62.02 52.45 48.95 46.77 44.33 40.75 39.04

ERDA 92.57 79.17 70.43 65.01 61.06 57.54 54.88 53.23

RK2DA 93.78 83.05 74.67 69.52 64.83 60.71 57.56 54.58

Table 1: Accuracy (%) of different methods at every
time step on FewRel benchmark for 10-way 5-shot
CFRE.

Figure 3: Comparison results at each time step on
FewRel benchmark for 10-way 2-shot and 10-shot
settings.

4.3. Baselines

We compare our approach with the following base-
lines: (i) SeqRun fine-tunes the model only on the
training data of the new tasks without using any
memory data. It faces serious catastrophic forget-
ting and serves as a lower bound. (ii) Joint Train-
ing stores all previous samples in the memory and
trains the model on all data for each new task. It
serves as an upper bound in CRE. (iii) EMAR (Han
et al., 2020) adopts memory activation and recon-
solidation to alleviate catastrophic forgetting, which
is a SOTA method of CRE. (iv) ERDA (Qin and Joty,
2022) is SOTA method on CFRE, it uses embed-
ding space regularization and data augmentation
to alleviate catastrophic forgetting and overfitting.

4.4. Experiments Settings

Since different task orders have an impact on the
model’s performance, we set the same random
seed as in (Qin and Joty, 2022) to ensure same
task order. For other settings, such as hidden em-
bedding dimension and pre-trained input embed-
dings, we follow the settings in (Qin and Joty, 2022).
As LFA is referenced from ERDA, the relevant pa-
rameters such as λce, λmm, λpm, and learning rate
are also consistent with ERDA. For the RKD loss,
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Figure 4: Comparison results at each time step on
TACRED benchmark for 5-way 5-shot and 10-shot
settings.

we set λKL = 0.5, λA = 1.0 (Park et al., 2019). we
set λ1,k−1 = 0.5, λ1,k−1 = 0.15, λ2,k = 1, λ1,k−1 =
0.15, and the rest are set to 0.3 in the two-phase
multi-teacher RKD. the distillation frequency N =
min(10, 2× |R̂k|/10)).

4.5. Main Results

We compare the performance of different methods
using the same setting as ERDA (Qin and Joty,
2022). The reported scores are the average accu-
racy of 6 rounds.
FewRel Benchmark We report our results on 10-
way 5-shot in table 1, while fig. 3 shows the results
on the 10-way 2-shot and 10-way 10-shot settings.
From the results, we can observe that:

(i) Our proposed RK2DA consistently outper-
forms existing baselines, achieving state-of-the-art
performance across all CFRE settings. These re-
sults highlight the effectiveness of combining knowl-
edge transfer from previous tasks and prototype
augmentation. The approach enables the model to
maintain a stable understanding of history relations,
leading to improved performance.

(ii) Suprisingly, RK2DA outperforms all other
methods in the first task of all settings. This supe-
rior performance can be attributed to the effective
utilization of prototype data augmentation. By incor-
porating additional augmented data during training,
RK2DA mitigates the risk of overfitting and achieves
improved results in current task learning.

(iii) With the increase in data volume, the perfor-
mance of various methods except SeqRun has im-
proved. In both the 10way-2shot and 10way-5shot
settings, RK2DA outperforms Joint-Training by a
significant margin. However, in the 10way-10shot
setting, RK2DA performs slightly worse. This dis-
crepancy may arise from the difference between the
distribution of pseudo-data and real data in the em-
bedding space, which introduces bias during learn-
ing. Nonetheless, RK2DA still partially surpasses
and approaches Joint Training which is obviously
better than ERDA. This highlights the advantages
of RK2DA in few-shot scenarios, as it can take full
advantage of knowledge from previous tasks and

Method
Task index

1 2 3 4 5 6 7 8

RK2DA-BT 93.78 81.88 72.88 66.96 63.02 59.74 57.19 53.99

RK2DA-Re 90.72 81.03 72.97 67.70 63.52 60.03 57.73 54.73

RK2DA-ProtoAug 93.57 82.38 73.49 68.25 63.94 59.76 56.40 53.69

RK2DA-KD 91.8 80.23 72.79 67.45 63.55 59.09 57.37 54.54

RK2DA-LRKD1 93.12 82.40 74.35 68.63 64.39 60.20 57.37 54.04

RK2DA-LRKD2 93.6 81.99 74.02 68.90 64.5 60.72 57.82 54.69

RK2DA 93.78 83.05 74.67 69.52 64.83 60.71 57.56 54.58

Table 2: Ablations on FewRel benchmark (10-way
5-shot).

minimal memorized data to retain relatively stable
performance in continual few-shot learning.

(iv) Compared to ERDA, our prototype aug-
mentation method is simpler yet it yields supe-
rior results across all experimental settings. This
demonstrates that prototype augmentation effec-
tively leverages limited data information for learn-
ing. In 10-way 5-shot settings, RK2DA outperforms
ERDA by an average of 3.1% of accuracy. Fur-
thermore, even as the task progresses, RK2DA
maintains a distinct advantage over ERDA, show-
casing its ability to maintain the stability of embed-
ding space and facilitate learning of subsequent
tasks. TACRED Benchmark The results in fig. 4
demonstrate the performance of the models trained
with 5-way 5-shot and 5-way 10-shot on the TA-
CRED dataset. Though TACRED is considered
as a challenging task (Hu et al., 2022), we can ob-
serve that RK2DA achieves higher accuracy scores
compared to all other methods and it approaches
a performance level similar to Joint Training, which
confirms the strong generalization ability of RK2DA.

4.6. Ablation Study
To validate the effectiveness and rationality of key
components and steps of RK2DA, we conducted a
series of ablation experiments on FewRel 10-way
5-shot setting. RK2DA’s ablated variants include:(i)
RK2DA-BT removes the Balance Tuning module.
(ii) RK2DA-Re removes the Reconsolidation mou-
dle.(iii) RK2DA-ProtoAug removes the prototype
augmentation method, it dosen’t add Gaussian
noise from all modules and trained solely using real
data. (iv) RK2DA-KD removes two-phase multi-
teacher RKD method, Due to the absent of the
knowledge distillation, it aslo removes the recon-
solidation module. (v) RK2DA-LRKD1

removes
the first phase of two-phase multi-teacher module
RKD method. (vi) RK2DA-LRKD2

removes the sec-
ond phase of two-phase multi-teacher module RKD
method. From the results in table 2, we have the
following analyses:

(i) Although RK2DA-BT performed well in the
first task, it showed poor performance in the sub-
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sequent tasks, proving that BT can alleviate the
catastrophic of history relations. The performance
of RK2DA-Re is poorer in previous tasks, but it
showed better performance in T7 and T8. Our anal-
ysis suggests that the reconsolidation module aims
to acquire knowledge of the current task, potentially
sacrificing the accuracy of old tasks to achieve bet-
ter performance in new task.

(ii) RK2DA-ProtoAug showed a decline in per-
formance across all tasks. It indicates that uti-
lizing pseudo data generated by Gaussian noise
not only improves the learning of current relations
but also mitigates overfitting on minority samples.
RK2DA-KD underperforms on most tasks, suggest-
ing the necessity of transferring knowledge from
previous tasks to subsequent task learning pro-
cesses. Meanwhile, the knowledge of the current
task can facilitate the model acquire new knowl-
edge in a stable embedding space. Through those
two results, it becomes evident that RK2DA effec-
tively integrates both techniques, thereby mutually
enhancing their effectiveness.

(iii) RK2DA-LRKD1
has lower accuracy than

RK2DA, which demonstrates the importance of
the first phase in our two-phase learning approach.
The first phase helps transfer knowledge from previ-
ous tasks to maintain the stability of the embedding
space, while RK2DA-LRKD2

shows that the sec-
ond phase assists in transferring knowledge from
new tasks, thereby enhancing the learning of the
current task. However, similar to RK2DA-Re, it
also faces the trade-off of balancing performance
improvements on the current task or maintaining
accuracy on old tasks. This reflects the trade-off
between stability and plasticity in CFRE and CRE
(Zhang et al., 2022).

5. Conclusion

In this paper, we propose a novel method called
RK2DA, to alleviate the catastrophic forgetting and
overfitting problems which are the core issues in
CFRE. RK2DA generates pseudo data points by
introducing Gaussian noise to prototype embed-
dings to take full advantage of limited information.
Moreover, RK2DA utilizes a novel two-phase multi-
teacher relational knowledge distillation method
to transfer various knowledge from different em-
bedding spaces. Extensive experiments on two
benchmark datasets demonstrate that our method
significantly improved the performance compared
to the most advanced methods. In future research,
we aim to explore techniques for generating higher
quality pseudo data to enhance the robustness of
CFRE and investigate adaptive knowledge acqui-
sition methods from diverse embedding spaces to
further use the history knowledge.
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