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Abstract
Applications of Natural Language Processing (NLP) in the finance domain have been very popular of late. For
financial NLP (FinNLP), while various datasets exist for widely spoken languages like English and Chinese, datasets
are scarce for low resource languages,particularly for Indian languages. In this paper, we address these challenges
by presenting IndicFinNLP – a collection of 9 datasets consisting of three tasks related to FinNLP for three Indian
languages. These tasks are Exaggerated Numeral Detection, Sustainability Classification, and Environmental,
Social, and Governance (ESG) Theme Determination of financial texts in Hindi, Bengali, and Telugu. Moreover, we
have released the datasets under the CC BY-NC-SA 4.0 licence for the benefit of the research community.
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1. Introduction
In a nation, Financial literacy leads to overall well-
being of citizens and economic prosperity. The
financial literacy rate in India is only 27%.1 The
cultural diversity and existence of more than 100
major languages in India make it difficult to spread
financial knowledge among its citizens. Although
most of the researchers working on FinNLP fo-
cused on creating datasets for high-resource lan-
guages like English and Chinese, to the best of our
knowledge such datasets do not exist for Indian
languages, even though some of the Indian lan-
guages belong to most spoken languages world-
wide.2 To improve the overall financial literacy of
the country, it is essential to educate the citizens
in their own vernacular languages. As misinfor-
mation is a prevalent problem in today’s society, it
is extremely important to ensure that the financial
knowledge being imparted is authentic. Many a
time, numbers and figures are misrepresented to
allure common people who are novice investors.
To address this, we develop a system to detect ex-
aggerated numerals in financial texts in Indian lan-
guages. With the ever-growing concern for climate
change, investors are increasingly looking for av-
enues of green investing like sustainable and Envi-
ronmental, Social, and Governance (ESG) aspect
of funds. We propose frameworks to automatically
assess the sustainability aspect and detect ESG
related themes present in financial texts written in
Indian languages. Finally, we evaluate the neces-

1https://yourstory.com/2023/07/financial-literacy-
is-key-to-unlocking-india-economy (accessed on 11th
September, 2023)

2https://en.wikipedia.org/wiki/List_of_
languages_by_total_number_of_speakers

sity of having India specific FinNLP models. We
summarize these tasks in Figure 1. Our datasets
and models can be accessed here3.

Figure 1: Financial Natural Language Processing
for Indian Languages

Our Contributions
In this paper, we present IndicFinNLP - a collec-
tion of 9 datasets corresponding to three FinNLP
tasks in three most spoken4 Indian Languages
(Hindi, Bengali, and Telugu). The tasks are: Exag-
gerated Numeral Detection, Sustainability Assess-
ment, and ESG Theme Determination in Financial
Texts. To the best of our knowledge, we are the
first to create open-source Indic FinNLP datasets.

3https://github.com/sohomghosh/IndicFinNLP
4https://www.superprof.co.in/blog/indian-languages/

(accessed on 11th September, 2023)
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2. Related Works
Over the last few years, research in the FinNLP
space has evolved rapidly. Researchers have ap-
plied FinNLP on various languages, extending be-
yond English (Chen et al., 2021, 2020a) to encom-
pass Japanese (Kannan and Seki, 2023), Chinese
(Tseng et al., 2023) and multiple European lan-
guages like Danish, Spanish, Turkish, etc. (Jør-
gensen et al., 2023). Some of the shared tasks like
Financial Narrative Summarization (FNS) have re-
cently moved from monolingual corpus in English
(Zmandar et al., 2021) to multilingual corpus in
English, Greek and Spanish (El-Haj et al., 2022).
Similarly, the Financial Table of Content (FinTOC)
(Maarouf et al., 2021) shared task has embraced
multilingualism (Kang et al., 2022); the corpus is
available in various European languages (English,
French, Spanish).
The financial language resources available in En-
glish are quite varied, ranging from ESG-related
aspects (Kang and El Maarouf, 2022; Chen et al.,
2023) to stock market-related sentiments (Chen
et al., 2020a). Various FinNLP tasks have
been proposed in English that use annual reports
(EDGAR-CORPUS) (Loukas et al., 2021), Earn-
ing Call Transcripts (Sawhney et al., 2021), Fi-
nancial News (Chang et al., 2016; Alanyali et al.,
2013), Analyst reports (Keith and Stent, 2019),
speeches (Shah et al., 2023), and Social Media
(Takayanagi et al., 2023). In addition to this, sev-
eral shared tasks related to FinNLP are regularly
organised, including FNS (El-Haj et al., 2022), Fin-
TOC (Maarouf et al., 2021), FinCausal (Mariko
et al., 2022), FinNum (Chen et al., 2019, 2020b,
2022), etc. Some of the FinNLP specific lan-
guage models include FinBERT (Araci, 2019),
FlangRoBERTA (Shah et al., 2022), SEC-BERT
(Loukas et al., 2022), FinGPT (Yang et al., 2023),
BloombergGPT (Wu et al., 2023) etc.
Lately, some researchers have been working on
India-centric FinNLP (Narayan et al., 2022; Bug-
gana et al., 2022). However, these works only
focus on English texts, ignoring the linguistic
diversity present in India. YubiBERT5 is the
only effort towards FinNLP in Indian languages.
None of the existing works, including YubiBERT,
has released datasets for addressing and bench-
marking FinNLP related tasks in Indian languages.

3. Tasks
We focused on the following three FinNLP tasks
in Indian languages.

Task-1: Given the position of an unknown numeral

5https://www.go-yubi.com/blog/yubibert-a-tiny-
fintech-language-model/ (accessed on 11th September,
2023)

Language 0 1 2 3 4
Hindi 2435 3624 1444 2485 652
Bengali 1574 1886 931 1416 323
Telugu 1737 1800 983 1182 314

Table 1: Task-1 label wise distribution. 0/1/2/3/4
are the magnitudes

N in a financial text, the task is to determine its
magnitude x such that 10x <= N < 10x+1 where x
∈ {0,1,2,3,4}. Numerals with magnitude more than
4 are treated as 4. Detecting the magnitude of nu-
merals help in understanding if a certain number
in a given context is exaggerated.
Task-2: Given a financial text, the task is to clas-
sify it into two classes: sustainable or unsustain-
able
Task-3: Given a financial text, the task is to deter-
mine the ESG theme related to it. The list of ESG
themes are mentioned in Table 3.

4. Datasets
In this section, we describe the datasets. For each
of the datasets, we used 80%, 10%, and 10% in-
stances selected randomly for training, validation,
and testing respectively.

4.1. For Task-1
For Task-1, we extracted texts from budget
speeches delivered by Finance Ministries of dif-
ferent State Governments and the Central Gov-
ernment of India. We focused on Hindi, Ben-
gali, and Telugu-speaking states– Punjab, Ut-
tarakhand, Haryana, West Bengal, Telengana,
and Andhra Pradesh. We considered the bud-
get speeches starting from the year 2011 till 2023
since for most of the states we could get these
data for the recent few years. Subsequently, we
filtered sizeable volumes of texts in Hindi, Bengali,
and Telugu which were related to finance from the
Samanantar corpus (Ramesh et al., 2022). For
filtering, we extracted topics using the topic clas-
sification model of Antypas et al. (2022) and re-
tained ones belonging primarily to the ‘Business &
Entrepreneurship’ topic. Subsequently, we added
all instances from Task-2 and Task-3. We kept
only those texts which had at-least 6 words and
one or more numerals in them. For preparing the
final dataset, we created separate instances for
each numeral in a given text. Statistics about the
dataset is presented in Table 1. We present few
samples in Table 7 (Appendix §B).

4.2. For Task-2
Since we were unable to find resources related
to sustainability in the context of India, we trans-
lated the existing dataset proposed by Kang and

https://www.go-yubi.com/blog/yubibert-a-tiny-fintech-language-model/
https://www.go-yubi.com/blog/yubibert-a-tiny-fintech-language-model/
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Language BS(F1) Sim. Class #

Hindi >= 0.90 >=0.75 S 1212
US 1026

Bengali >=0.88 >=0.68 S 1203
US 1025

Telugu >=0.88 >=0.80 S 1119
US 953

Table 2: Task-2 data distribution & thresh-
olds. S=Sustainable, U=Unsustainable.
BS=BERTScore, Sim.=Cosine Similarity

El Maarouf (2022) from English to Indian lan-
guages (Hindi, Bengali, and Telugu) using AI
for Bharat Machine Translation System (Ramesh
et al., 2022). To assess the quality of translation,
we back-translated the texts in Indian languages
to English using the same system. We calcu-
lated BERTScore (Zhang* et al., 2020) between
the original and back-translated sentences in En-
glish. Subsequently, we calculated LaBSe (Feng
et al., 2022) based similarity score for the original
texts in English and translated texts in Indian lan-
guages. We manually looked at the instances and
empirically decided the thresholds for BERTScore
and cosine similarity to ensure that we retain only
high quality instances after translation. For details
regarding the dataset, thresholds are presented in
Table 2. In Table 8 (Appendix §B) we show few
instances from the dataset.

4.3. For Task-3
Although the ESG domain has been increasingly
become popular, we could not find any dataset re-
lated to the Indian domain. Thus, we translated
existing resources (Chen et al., 2023) from En-
glish to Indic languages (Hindi, Bengali, and Tel-
ugu) using AI for Bharat Machine Translation Sys-
tem (IndicTrans) (Ramesh et al., 2022). Wemanu-
ally checked each of the instances and made cor-
rections wherever necessary. As the number of
instances per ESG label was very low, (Refer: Ap-
pendix §A), we opted for coarse-grained classifi-
cation. Thus, we mapped the issues to the corre-
sponding themes using the mappings provided by
MSCI ESG Research LLC.6 More details regard-
ing the dataset are presented in Table 3. Few in-
stances are shown in Table 9 (Appendix §B).

5. Experiments and Results
We present our results in this section. The results
of all three tasks are presented in Table 4.

6https://www.msci.com/documents/1296102/
34424357/MSCI+ESG+Ratings+Methodology+
-+Access+to+Health+Care+Key+Issue.pdf/
683e8c43-7c81-ada7-307d-d9356ec84efb?t=
1666182590869 (accessed on 26th Spetember, 2023)

ESG Theme #
climate change 92
corporate governance 91
environmental opportunities 72
product liability 68
natural capital 50
pollution waste 44
human capital 37
corporate behavior 30
social opportunities 27
stake holder opposition 21

Table 3: Task-3 label wise distribution for Hindi,
Bengali, and Telugu.

5.1. Task-1
For the task of detecting exaggerated numeral,
we extracted multilingual BERT (M-BERT) (Devlin
et al., 2019) and IndicBERT (Kakwani et al., 2020)
based embeddings of the numeral based on a con-
text window of 512 tokens around it. We froze the
underlying BERT models and trained LightGBM
(Ke et al., 2017), XG-Boost (Chen and Guestrin,
2016), and Support Vector Machine (SVM) (Cortes
and Vapnik, 1995) models over it. We observed
that, the SVM models perform the best in every
case. For the three languages, M-BERT outper-
forms IndicBERT.

5.2. Task-2
For the sustainability assessment task from finan-
cial texts, we fine-tuned M-BERT and IndicBERT
for classification. Unlike Bengali and Hindi, for Tel-
ugu, MBERT outperformed IndicBERT. We pre-
fine-tuned the best performing model in each case
using Masked Language Modeling (MLM). We ob-
served a notable improvement in the performance
only for the Bengali dataset only. Finally, we trans-
lated the Indic sentences into English using the AI
For Bharat Machine Translation system (Ramesh
et al., 2022) and evaluated the RoBERTa based
model (E-Ro) (Ghosh and Naskar, 2022) which
was trained using the original texts in English. The
E-Ro model out-performed all other models. This
reveals the fact that for sustainability assessment,
it is better to translate Indic texts to English, and
score the models trained on English texts rather
than developing separate models for each lan-
guage.

5.3. Task-3
For the task of the ESG theme determination, we
fine-tuned IndicBERT, M-BERT (MB) and MLM
with M-BERT (MLM-MB) with 426 instances. We
also trained an M-BERT model with the original
English texts (E-MB) and evaluated it using En-
glish texts obtained by translating Indic sentences

https://www.msci.com/documents/1296102/34424357/MSCI+ESG+Ratings+Methodology+-+Access+to+Health+Care+Key+Issue.pdf/683e8c43-7c81-ada7-307d-d9356ec84efb?t=1666182590869
https://www.msci.com/documents/1296102/34424357/MSCI+ESG+Ratings+Methodology+-+Access+to+Health+Care+Key+Issue.pdf/683e8c43-7c81-ada7-307d-d9356ec84efb?t=1666182590869
https://www.msci.com/documents/1296102/34424357/MSCI+ESG+Ratings+Methodology+-+Access+to+Health+Care+Key+Issue.pdf/683e8c43-7c81-ada7-307d-d9356ec84efb?t=1666182590869
https://www.msci.com/documents/1296102/34424357/MSCI+ESG+Ratings+Methodology+-+Access+to+Health+Care+Key+Issue.pdf/683e8c43-7c81-ada7-307d-d9356ec84efb?t=1666182590869
https://www.msci.com/documents/1296102/34424357/MSCI+ESG+Ratings+Methodology+-+Access+to+Health+Care+Key+Issue.pdf/683e8c43-7c81-ada7-307d-d9356ec84efb?t=1666182590869
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into English using AI For Bharat Machine Trans-
lation System. For the three languages, the per-
formance was less than 30% for each of the mod-
els. This is because the number of instances per
ESG theme was very less (<100 for each label).
To address this, we paraphrased the original En-
glish texts using a paraphraser (Vladimir Vorobev,
2023) and expanded the training and validation set
to 4774 and 539 instances respectively (Table 6
in Appendix §A). We translated these instances
into Indic languages using AI For Bharat Machine
Translation System. We re-trained all the models
with the paraphrased data (referred to as *P in Ta-
ble 4). Paraphrase based models provide signifi-
cant improvements in performance over baseline
models for all languages.

6. Conclusion
In this paper, we narrated the datasets we created
to solve three FinNLP tasks in three Indian lan-
guages (Hindi, Bengali, and Telugu). These tasks
are: exaggerated numeral detection, sustainabil-
ity assessment, and ESG theme determination in
financial texts. Subsequently, we released base-
lines for each of the tasks. We observed that for
Task-2 and Task-3 when we have texts in Hindi,
Bengali, or Telugu instead of developing separate
models for each language, we can simply translate
these languages to English and score the exist-
ing model’s trained English corpus. This improves
the overall performance and saves the time and
effort needed for training new models. Exploring
other tasks in FinNLP and applying them to other
low-resource languages are directions for future
research. We would also want to work more on
the datasets we created and further improve the
baselines.

7. Limitations
In this paper, we cover only three of the main In-
dian languages. To avoid issues related to copy-
right infringement, we used openly available pub-
lic India specific financial datasets like budget
speeches. Unlike Bengali, the numerals in Hindi
and Telugu were presented using English fonts in
the original texts. As of now, we restricted our-
selves to three tasks only. However, more tasks
can be created from the dataset which we have
proposed. Due to the non-availability of India-
specific ESG and sustainability related data, for
Task-2 and Task-3, we translated the corpora from
English to Indic languages. As the texts in En-
glish were not specific to the Indian context, there
may be some data drift while applying them in the
Indian context. We acknowledge that translation
and paraphrasing may lead to minor loss in se-
mantics.

Ts L Model Test
Pr Re F1 Acc

1 H MB+LGB 0.63 0.64 0.63 0.64
1 H IB+LGB 0.44 0.49 0.45 0.49
1 H MB+XGB 0.63 0.64 0.63 0.64
1 H IB+XGB 0.46 0.49 0.46 0.49
1 H MB+SVM 0.69 0.68 0.68 0.68
1 B MB+LGB 0.64 0.64 0.63 0.64
1 B IB+LGB 0.51 0.51 0.50 0.51
1 B MB+XGB 0.62 0.62 0.61 0.62
1 B IB+XGB 0.51 0.50 0.48 0.50
1 B MB+SVM 0.66 0.65 0.65 0.65
1 T MB+LGB 0.59 0.61 0.59 0.61
1 T IB+LGB 0.44 0.46 0.44 0.46
1 T MB+XGB 0.59 0.60 0.59 0.60
1 T IB+XGB 0.41 0.43 0.41 0.43
1 T IB+XGB 0.69 0.68 0.68 0.68
2 H IB 0.86 0.86 0.86 0.86
2 H MB 0.77 0.77 0.77 0.77
2 H MLM-IB 0.29 0.54 0.38 0.54
2 H E-Ro 0.95 0.95 0.95 0.95
2 B IB 0.80 0.80 0.80 0.80
2 B MB 0.76 0.76 0.76 0.76
2 B MLM-IB 0.81 0.81 0.81 0.81
2 B E-Ro 0.92 0.92 0.92 0.92
2 T IB 0.79 0.79 0.79 0.78
2 T MB 0.90 0.89 0.89 0.89
2 T MLM-IB 0.90 0.90 0.90 0.90
2 T E-Ro 0.92 0.92 0.92 0.92
3 H IB 0.03 0.17 0.05 0.17
3 H MB 0.20 0.20 0.08 0.20
3 H MLM-MB 0.20 0.20 0.11 0.20
3 H E-MB 0.11 0.30 0.16 0.30
3 H IB-P 0.12 0.26 0.16 0.26
3 H MB-P 0.45 0.48 0.44 0.48
3 H MLM-MB-P 0.43 0.46 0.44 0.46
3 H E-MB-P 0.56 0.63 0.59 0.63
3 B IB 0.03 0.17 0.05 0.17
3 B MB 0.03 0.17 0.05 0.17
3 B MLM-MB 0.11 0.20 0.10 0.20
3 B E-MB 0.11 0.26 0.14 0.26
3 B IB-P 0.20 0.30 0.23 0.30
3 B MB-P 0.40 0.37 0.35 0.37
3 B MLM-IB-P 0.32 0.37 0.33 0.37
3 B E-MB-P 0.55 0.59 0.55 0.59
3 T IB 0.03 0.17 0.05 0.17
3 T MB 0.09 0.24 0.12 0.24
3 T MLM-MB 0.07 0.22 0.11 0.22
3 T E-MB 0.07 0.22 0.11 0.22
3 T IB-P 0.27 0.31 0.22 0.31
3 T MB-P 0.44 0.46 0.42 0.46
3 T MLM-MB-P 0.36 0.41 0.37 0.41
3 T E-MB-P 0.56 0.63 0.58 0.63

Table 4: Tasks (Ts) 1, 2, 3 results for Languages
(L) Hindi (H), Bengali (B), Telugu (T). E=English,
-P= -Paraphrased, IB=IndicBERT, MB=MBERT,
XGB=XGBoost, LGB=LightGBM, Pr=Precision,
Re=Recall, Acc=Accuracy. Bold means the best.
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issue #
Board 55
Product Carbon Footprint 30
Human Capital Development 28
Opportunities in Renewable Energy 27
Opportunities in Clean Tech 25
Packaging Material & Waste 25
Responsible Investment 24
Financing Environmental Impact 23
Biodiversity & Land Use 23
Carbon Emissions 23
Ownership & Control 23
Opportunities in Green Building 20
Business Ethics 19
Community Relations 17
Consumer Financial Protection 16
Water Stress 16
Climate Change Vulnerability 16
Pay 13
Toxic Emissions & Waste 13
Health & Demographic Risk 12
Accounting 11
Raw Material Sourcing 11
Access to Finance 9
Opportunities in Nutrition & Health 9
Privacy & Data Security 7
Chemical Safety 6
Electronic Waste 6
Supply Chain Labor Standards 6
Access to Health Care 5
Access to Communications 4
Controversial Sourcing 4
Product Safety & Quality 3
Labor Management 3

Table 5: ESG issue distribution for Hindi, Bengali,
and Telugu.

Train Validation

climate change 825 99
corporate governance 825 88
environmental opportunities 649 77
product liability 605 66
natural capital 440 55
pollution waste 396 44
human capital 330 33
corporate behaviour 275 33
social opportunities 242 22
stake-holder opposition 187 22

Table 6: ESG theme distribution for Hindi, Ben-
gali, & Telugu after augmenting the datasets with
paraphrases.

et al., 2020) score for the dataset used in Task-3
which was manually verified and corrected. The
COMET score for Hindi, Bengali, and Telugu were
0.825, 0.896, and 0.826 respectively.

D. Appendix: Hyper-parameters
We present the hyperparameters of the models we
developed in Table 10. We use the default val-
ues for the rest of the hyperparameters & models,
which are not mentioned in this table.

E. Appendix: Experimental Setup
We conducted the experiments in Google Colab
(free tier, T4 GPU) and Kaggle (T4 GPU) plat-
forms.
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indic text num start end L M
एनपीसीआई द्वारा 24 घंटे संदाय प्रणाली 24 16 18 H 1
एफएसआई के 4 के्षत्रीय कायार्लय हैं– 4 10 11 H 0
মািতল ময্ানুকান (১৯১৪-২০০১), িরেয়ল এে ট িবিনেয়াগকারী। ২০০১ 22 26 B 3
যা টাকায় ১০ েকািট টাকারও েবিশ। ১০ 9 11 B 1
24 నుండి 30 లకష్ల మధయ్ ఉండవచుచ్ 24 0 2 T 1
బజాజ్ పలస్ర్ ఆర్ఎస్200 విడుదల: ధరల వివరాలు 200 19 22 T 2

Table 7: Task -1 samples. num = numeral, start = start position, end = end position, L = Language, M
= Magnitude. H,B,T represents Hindi, Bengali, & Telugu respectively.

indic text L Sustainability
आपके संगठन का सकल वैिश्वक स्कोप 1 उत्सजर्न मीिट्रक टन में िकतना था? H unsustainable
िफश में रीसाइिक्लंग का सबसे अिधक महत्व है। H sustainable
িত িমিলয়ন ডলাের কাবর্ন ডাই অ াইেডর পিরমাণ িহসােব

কাবর্েনর তী তা পিরমাপ করা হয়।
B unsustainable

আরও সাকুর্লার, দ উ�পাদন এবং পিরবহন প িত
েট ার ি য়ায় সুিবধা দান কের।

B unsustainable

2018 నుండి సంసథ్ తన కారబ్న్ పాదముదను 50% తగిగ్ంచింది,
అదే కాలంలో కారబ్న్ తీవర్తను 46% తగిగ్ంచింది. T sustainable

2015 జనవరిలో విడుదల చేసిన జిహెచిజ్ పోటోకాల్ యొకక్
సోక్ప్ 2 గైడెన్స్ః కారొప్రేట్ పర్మాణాలకు సవరణ పర్కారం
మా జిహెచిజ్ ఉదాగ్రాలను నివేదిసుత్ నాన్ం.

T unsustainable

Table 8: Task -2 samples. L = Language. H,B,T represents Hindi, Bengali, & Telugu respectively.

indic text L ESG-Theme
इएनजीआइ और टोटल ग्रीन हाइड्रोजन प्रोजेक्ट पर एकजुट हुए H environmental opportunities
पुटनाम ने नए ईएसजी फंडाें के साथ सिक्रय ईटीएफ सुइट का िवस्तार िकया H product liability
ঋণ, িবিনেয়াগ েপাটর্েফািলওগুিলেক েনট িজেরার সে সাম
করেব এিবএন অয্াো

B climate change

অ ািরও িশ ক েপনশন পিরক না েবাডর্গুিলেত 40%
মিহলােদর িতিনিধে র তয্াশা েসট কের

B corporate governance

ఫీనిక్స్ గూర్ప్ కె ల్ర్ హాకిన్స్ ను ఎగిజ్కూయ్టివ్ కమిటీకి
నియమిసుత్ ంది, ససెట్నబిలిటీ సాట్ టజీకి బాధయ్త వహిసుత్ ంది T corporate governance

పిర్నిస్పాల్ ఫౖెనానిష్యల్ గూర్ప్ వౖెవిధయ్ం, చేరిక
మరియు పరాయ్వరణ సుసిథ్రత కారయ్కర్మాలను పారంభిసుత్ ంది T product liability

Table 9: Task -3 samples. L = Language. H,B,T represents Hindi, Bengali, & Telugu respectively.

Model Hyper-parameters

IndicBERT and MBERT (for Task-2,3)

evaluation_strategy = ’epoch’,
save_strategy = ’epoch’,
learning_rate=2e-5,
per_device_train_batch_size=32,
per_device_eval_batch_size=32,
num_train_epochs=2.5,
weight_decay=0.01,
load_best_model_at_end=True,
metric_for_best_model=’accuracy’

SVM Regularization parameter (C) = 4, kernel = ‘rbf’, Tolerance=1e-6

Table 10: Hyperparameters of various models
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