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Abstract

Neural word embeddings have proven valuable in the development of medical applications. However, for the Italian
language, there are no publicly available corpora, embeddings, or evaluation resources tailored to this domain. In this
paper, we introduce an Italian corpus for the medical domain, that includes texts from Wikipedia, medical journals,
drug leaflets, and specialized websites. Using this corpus, we generate neural word embeddings from scratch.
These embeddings are then evaluated using standard evaluation resources, that we translated into Italian exploiting
the concept graph in the UMLS Metathesaurus. Despite the relatively small size of the corpus, our experimental
results indicate that the new embeddings correlate well with human judgments regarding the similarity and the
relatedness of medical concepts. Moreover, these medical-specific embeddings outperform a baseline model trained
on the full Wikipedia corpus, which includes the medical pages we used. We believe that our embeddings and the
newly introduced textual resources will foster further advancements in the field of Italian medical Natural Language
Processing.

1. Introduction
Contemporary approaches to Natural Language
Processing (NLP) heavily rely on word embeddings,
which are vector representations of words that at-
tempt to capture their semantic aspect according to
the distributional hypothesis, suggesting that words
used in similar contexts express and convey similar
meanings (Harris, 1954). In their simplest form,
neural word embeddings correspond to learnt pa-
rameters of an artificial neural network trained to
predict either a target word given its context or the
reverse. Pioneering models like word2vec (Mikolov
et al., 2013a,b) and fastText (Bojanowski et al.,
2017) provide a static, fixed embedding for every
word encountered during training. For every word,
the embedding vector is always the same, regard-
less of the context where the word occurs.
More recent models like ELMo (Peters et al., 2018)
and BERT (Devlin et al., 2019) produce dynamic,
contextual word embeddings, but they usually re-
quire very large training corpora and higher compu-
tational resources. Neural word embeddings (here-
after named simply word embeddings) have proven
to be highly effective in many downstream tasks
across both general (Torregrossa et al., 2021) and
specialized fields, like the medical domain (Khattak
et al., 2019). However, as a unique lexicon charac-
terizes specialized domains, the word embeddings
should be computed from domain-specific training
data. Medical word embeddings or large corpora
of medical texts are available for numerous widely
spoken language, such as English, Spanish and
French (Khattak et al., 2019; Yijia et al., 2019).
For some languages, including Italian, there are
neither specialized embeddings nor public text cor-
pora.

Our contributions:
• We built a corpus of public medical texts, that

can be used to train and evaluate word embed-
dings.

• We translated into Italian the standard English
resources that are commonly used to evalu-
ate the quality of medical word embeddings.
The translation relies on a robust automatic
procedure.

• We trained and evaluated word embeddings
using two algorithms (word2vec, fastText) with
the models CBOW and SG.

The rest of the paper is organized as follows. Sec-
tion 2 describes the dataset, the pre-processing
procedure, and the embedding models we exper-
imented with. Section 3 describes the resources
used to evaluate our medical word embeddings.
Section 4 presents the results of the evaluation,
where we compared the medical word embed-
dings to word embeddings trained on the Italian
Wikipedia. Section 5 draws the conclusions and
describes future work.

2. Material and Methods
The corpus contains official and formal documents,
scientific articles and web pages. The data sources
are described in Section 2.1. The cleaning and pre-
processing procedures applied to the raw files are
described in Section 2.2. As the size of the corpus
is not very large, we limited our experiments to fixed
word embeddings, as described in Section 2.3.

2.1. Material
We collected medical documents written in Italian
from the four different sources aifa,html, oj and
wiki, described below.
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Corpus Files Type Percentage
aifa 23,246 pdf 42%
html 6,197 html 11%

oj 5,354 pdf 10%
wiki 20,042 html 37%
Total 54,839 100%

Table 1: Source, number of files, type of the original
raw data, percentage of the dataset downloaded
from the source.

Corpus
Words Raw Clean

aifa 132,887,859 82,703,322
html 10,875,680 6,978,227

oj 34,725,112 22,666,267
wiki 12,923,312 7,609,021
Total 191,411,963 119,956,837

Table 2: Number of words for each source be-
fore pre-processing (raw) and after pre-processing
(clean).

aifa The Agenzia Italiana del Farmaco (Italian
Medicines Agency, AIFA) is the public agency re-
sponsible for the regulatory activity of pharmaceuti-
cals in Italy. We downloaded all the leaflets and the
summaries of product characteristics (both in PDF
format) of the drugs approved in Italy and available
online in September 2022.
html We realize a customised web scraper to
download and to extract data from two Italian web
portals specialized in medical topics. oj We down-
loaded full PDF issues of 20 online medical journals
that are publicly available and accessible without
any, paid or free, subscriptions.
wiki We retrieved the URLs of articles accessible
from the four top-level health-related categories
Biology, Medicine, Pharmacology and Pharmacy
using the Wikipedia dump1. The initial set of URLs
was then refined by:

• removing duplicate items that could be ac-
cessed through multiple paths in the Wikipedia
graph;

• filtering out loosely related pages, such as
those describing movies about medicine, us-
ing a specially created stop-word list.

We used the Wikipedia API for Python2 to extract
the textual content from the HTML files.
Tables 1, 2, 3 show some statistics about the data.

2.2. Pre-processing
To maintain flexibility for a future expansion of the
dataset, we chose to apply minimal pre-processing

1Dump date: 2022/09/01.
2https://pypi.org/project/wikipedia

Corpus
Words Raw Clean

aifa 168,605 168,348
html 90,631 90,237

oj 386,909 386,358
wiki 244,053 243,776
Total 615,793 615,284

Table 3: Number of unique words for each
source before pre-processing (raw) and after pre-
processing (clean).

to the collected texts. This pre-processing3 consists
of the following steps:

• converting all text to lowercase;
• eliminating Italian stop-words4;
• replacing URLs, e-mail addresses, and num-

bers with special tokens such as _N_ for num-
bers.

Due to the heterogeneity both in the data sources
and in the types of data format, the output of the
pre-processing contains some errors:

• The conversion from PDF to text results in
many errors that are related to either incor-
rect detection of the page layout or incorrect
tokenisation of words.

• The raw files contain many sentences in lan-
guages other than Italian. We have chosen not
to perform language detection because none
of the open source or free libraries available to
us proved reliable in several tests we carried
out.

• Some stop words are not recognised due to
errors in converting the raw format to text.

These problems are also reflected in the data pre-
sented in Table 3, in fact the difference in the num-
ber of unique words between the two columns
’Raw’ and ’Clean’ is quite small (i.e. for aifa Raw=
168.605 Clean=168.348). This is due to the fact
that certain stop words and malformed tokens were
not removed.

2.3. Methods
We experimented with the methods word2vec and
fastText 5, both computing static word embeddings.
Although more advanced and effective approaches
have superseded these two methods, they are still
valuable tools as they require smaller training sets
and fewer computational resources.
The two methods train a shallow neural network in
two different predictive models:

• in the Continuous Bag of Words (CBOW)

3Using the spacy (https://spacy.io) Python li-
brary.

4The set of Italian stop-words suggested by Spacy.
5We used the implementation in the Gensim Python

Library (Rehurek and Sojka, 2011).

https://pypi.org/project/wikipedia
https://spacy.io
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Hyperparameter Values
alpha 0.025

dim 25 / 50 / 100 / 200
min count 3

neg 1 / 5 / 10 / 15
samp 0.001

window 5 / 10 / 15 / 30

Table 4: Hyperparameters and tested values.

model, the learner is trained to predict a target
word given its context (surrounding words);

• in the Skip-Gram (SG) model, the learner is
trained to predict the context given its centre
word.

The main difference between word2vec and fast-
Text lies in the atomic units they embed. Word2vec
embeds whole words, while fastText works with
subwords, i.e. n-grams of characters within words.
Consequently, unlike word2vec, fastText can lever-
age the information at the subword level to generate
embeddings of out-of-vocabulary words, assuming
these words contain n-grams observed during train-
ing.
Word2vec and fastText share many hyperparam-
eters that influence the quality of the final embed-
dings and that need to be evaluated (Rong, 2016).
We follow (Chiu et al., 2016), but instead of varying
a single hyperparameter while keeping the others
fixed, we perform a full grid search over the hyper-
parameters listed in Table 4 for both word2vec and
fastText in computing CBOW and SG embeddings.

3. Resources
The quality of the word embeddings is typically
assessed using both extrinsic and intrinsic eval-
uation procedures (Wang et al., 2019). Extrin-
sic evaluations use word embeddings as input for
downstream tasks such as Named Entity Recog-
nition (NER) or document classification. The per-
formance achieved on these tasks is taken as an
indication of the quality of the embeddings: higher
performance indicates a better quality of the em-
beddings. Intrinsic evaluations aim to assess the
quality of embeddings in a way that is independent
of any specific task, often by measuring semantic
relationships between words. Although the perfor-
mance on specific tasks is often the primary con-
cern, it is important to note that extrinsic evaluations
typically result in quality measures that are specific
to the task at hand. As there are no readily avail-
able Italian datasets for downstream tasks in the
medical domain, we have limited our evaluation to
an intrinsic one, where the similarity between the
the word embeddings is compared to the human
perception of the association (similarity or related-
ness) between the words.

We use a collection of reference standards cre-
ated to test the degree of semantic relatedness
and similarity between medical terms6, composed
by datasets such as the MayorSRS and Mini-
MayoSRS (Pedersen et al., 2007; Pakhomov et al.,
2011) and the UMNSRS (Pakhomov et al., 2010).
They contain pairs of English words whose degree
of association (similarity or relatedness) was rated
by human operators and converted to a numeric
score. In details:

• MayoSRS: A set of 101 medical term pairs
alongside their average rating of semantic re-
latedness assigned by a group of 13 medical
coders. These coders were professionals with-
out formal medical training, but with extensive
experience in classifying clinical diagnoses.

• MiniMayoSRS: A set of 29 medical term pairs
alongside two average scores of semantic re-
latedness assigned by three physicians and
nine of the original 13 medical coders.

• UMNSRS_similarity: A set of 566 term pairs
alongside their average score of semantic sim-
ilarity assigned by eight physicians.

• UMNSRS_relatedness: A set of 588 term pairs
alongside their average score of semantic sim-
ilarity assigned by eight physicians.

These datasets have been used not only to evalu-
ate word embeddings in English (Pakhomov et al.,
2016) but also, after translation, in other languages
such as French (Dynomant et al., 2018) and Span-
ish (Soares et al., 2019). They are considered stan-
dard benchmarks to use in the intrinsic evaluation of
word embeddings within the medical domain (Chiu
et al., 2016; Wang et al., 2018).
Each term in these datasets is paired with a Con-
cept Unique Idenfier (CUI) in the Unified Medical
Language System (UMLS) Metathesaurus 7. Each
term may consist of a single word or multiple words.
The four resources described above contain a total
number of 577 unique English terms (after low-
ercasing) associated with 586 unique CUIs; nine
terms are each associated with two different CUIs.
In order to evaluate intrinsically the Italian medical
word embeddings using the mentioned datasets,
we first need to translate the English terms into Ital-
ian. We implemented a fully automatic translation
procedure based on the UMLS Metathesaurus Con-
cepts Source Names and Codes (MRCONSO) (Na-
tional Library of Medicine (US), 2009), which is
a large multi-lingual vocabulary containing infor-
mation about biomedical and health-related con-
cepts (CUIs) and their different names in multiple

6Download link: https://doi.org/10.13020/D6CX04
7https://www.ncbi.nlm.nih.gov/books/NBK9684
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⋆

⋄

CUI Term Vocab Pref Type
... ...

C0003507 Stenosi aortica MSHITA Y MH
C0003507 Stenosi valvolare aortica MDRITA Y PT
C0003507 Stenosi della valvola aortica MDRITA Y LLT

... ...
C0085635 Abbagli visivi MDRITA Y LLT
C0085635 Fotopsia MDRITA Y PT
C0085635 Luci lampeggianti MDRITA Y LLT

... ...

⋆ C0003507, aortic stenosis ⋄ C0085635,photopsia

stenosi aortica fotopsia

Figure 1: Examples of translations based on the
CUI associated to a term. Columns: CUI, Term,
Vocabulary, Preferred flag (Yes/No), Term Type.

national vocabularies, including five Italian vocabu-
laries. Hereafter, we will refer to these five vocabu-
laries as MRCONSOITA.
Here we give a general overview of the transla-
tion process, the details of which can be found
in the published repository with the source code8.
First, for a given pair (ten, C), we select the
set of Italian terms associated with the CUI C
within MRCONSOITA, if any. Among these terms,
we assign a preference to translations labelled
as preferred in the vocabularies “MeSH9 Italian”
(MSHITA) or “MedDRA10 Italian” (MDRITA), in that
order. Among the preferred terms of the selected
vocabulary, we finally choose the “main” form, i.e.
a term defined of type MH (Main Heading) or PT
(Preferred Term) in the two vocabularies, respec-
tively (see two examples in Figure 1).
For the English terms associated to two differ-
ent CUIs, when only one CUI is available in
MRCONSOITA, we use the translation selected for
the known CUI and use it for the missing CUI as
well. For example, the term “weakness” is associ-
ated in MayoSRS and the two UMNSRS datasets,
to respectively, CUIs C0004093 and C1883552.
Since only the first CUI is found in MRCONSOITA,
we translate both CUIs as “astenia”, i.e. the Italian
term associated to C0004093.
The previous steps leave 58 terms (10%) that can-
not be translated into Italian using UMLS resources.
Some of these terms correspond to American id-
iomatic expressions that are no longer part of the
UMLS dictionaries (e.g. “banana bag” for “mul-
tivitamin”). For each of these CUIs we select
the preferred English term in the current UMLS,
translate it using three different translation services
(Google Translate, DeepL, ChatGPT3.5) and se-
lect the translation with a majority vote (51 terms)
or randomly when the three services disagree (7

8https://github.com/med-nlp/
italian-medical-word-embeddings

9Medical Subject Headings
10Medical Dictionary for Regulatory Activities

Dataset ρp ρs n/m
MayoSRS 0.06 0.08 94/101
MiniMayoSRS coders 0.37 0.46* 29/29
MiniMayoSRS physicians 0.38* 0.40* 29/29
UMNSRS_rel 0.22* 0.23* 486/587
UMNSRS_sim 0.30* 0.29* 472/566

Table 5: Pearson (ρp) and Spearman (ρs) correla-
tion coefficients with Wikipedia2Vec word embed-
dings (* indicates statistical significance). In the
third column, n refers to the number of term pairs
(t1, t2) used for computing the correlation and m is
the total number of pairs in the dataset.

Dataset ρp ρs n/m
MayoSRS 0.57* 0.58* 99/101
MiniMayoSRS coders 0.82* 0.84* 29/29
MiniMayoSRS physicians 0.78* 0.80* 29/29
UMNSRS_rel 0.49* 0.50* 544/587
UMNSRS_sim 0.60* 0.60* 472/566

Table 6: Best performance obtained by any model
among those tested (* indicates statistical signifi-
cance). Columns as in Table 5.

terms). The full list of translations is available on
the repository.

4. Evaluation
The evaluation of our embeddings has been con-
ducted using the four datasets, described in Sec-
tion 3. MiniMayoSRS contains two different sim-
ilarity scores, that will be used separately in the
evaluation.
The evaluation consists of calculating the cosine
similarity between the vector embeddings for each
pair of terms in the datasets. These similarities are
then compared with the human-assigned scores
using Pearson (ρp) and Spearman (ρs) correlation
coefficients, which measure linear and rank corre-
lation, respectively. Although the human-assigned
scores are not normally distributed (Pakhomov
et al., 2010), we included the Pearson correlation
coefficient, as is done in similar works, e.g. (Soares
et al., 2019), to facilitate a comparative evaluation
of the results.
We use as baseline the word embeddings in the
Wikipedia2Vec model 11 (Yamada et al., 2020), built
using the text in Italian Wikipedia pages. Table 5
shows the results of the baseline evaluation.
In our experiments, all the fastText models exhib-
ited a very low correlation with the evaluation cor-
pus, which could likely be attributed to the lim-
ited size of the training corpus. For this reason,
we will only focus on the word2vec models and
present their results. We trained these models

11https://wikipedia2vec.github.io/
wikipedia2vec/pretrained/, file: itwiki_20180420

https://github.com/med-nlp/italian-medical-word-embeddings
https://github.com/med-nlp/italian-medical-word-embeddings
https://wikipedia2vec.github.io/wikipedia2vec/pretrained/
https://wikipedia2vec.github.io/wikipedia2vec/pretrained/
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Dataset ρp d,e,w,n (ρp) ρs d,e,w,n (ρs)
MayoSRS 0.49* 100,10,30,5 0.53* 100,2,10,1
MiniMayoSRS coders 0.82* 100,1,15,1 0.80* 25,1,10,1
MiniMayoSRS physicians 0.75* 100,30,15,5 0.74* 25,2,10,2
UMNSRS_rel 0.48* 100,5,15,5 0.50* 100,30,10,1
UMNSRS_sim 0.59* 100,25,10,5 0.60* 100,10,10,5

Table 7: Best performance obtained by any CBOW model among those tested. First and second column:
ρp of the best model and corresponding hyperparameters. Third and fourth column: analogously for ρs (*
indicates statistical significance). Hyperparameters: vector d imension, epoch, w indow size, and negative
samples.

Dataset ρp d,e,w,n (ρp) ρs d,e,w,n (ρs)
MayoSRS 0.57* 100,30,30,1 0.58* 100,30,30,1
MiniMayoSRS coders 0.78* 100,30,30,1 0.84* 100,30,30,1
MiniMayoSRS physicians 0.78* 100,30,30,1 0.80* 100,30,30,1
UMNSRS_rel 0.49* 50,25,5,5 0.50* 100,30,10,1
UMNSRS_sim 0.60* 100,30,10,1 0.59* 100,30,15,1

Table 8: Best performance obtained by any SG model among those tested (* indicates statistical signifi-
cance). Columns as in Table 7.

for up to 200 epochs, saving the embeddings at
epochs {1, 2, 5, 10, 15, 30, 50, 75, 100, 150, 200}. To
optimize the training process, we implemented
early stopping after 30 epochs if loss reached a
plateau. We evaluated a total of 975 word embed-
dings.
Among the top-10 best-performing models across
all datasets, SG occurs 40 times, whereas CBOW
only 10 times. Analyzing the final epoch of the
top-10 models, word2vec typically peaked at 25
or 30 epochs in 40 cases, while in 10 cases the
best performance was reached in a single training
epoch. Within this group, the most frequent value
for the number of negative samples is equal to one.
Table 6 shows the two correlation coefficients of
the best model for each dataset. Table 7 and
Table 8 provide more details and show the best
performance reached by, respectively, CBOW and
SG embeddings. Our models demonstrate higher
and statistically significant Pearson and Spearman
correlations than the baseline model across all
datasets. Furthermore, these correlations were
determined using a larger set of term pairs than the
baseline embeddings.
While we recognise the need for deeper and more
extensive experimentations to draw concrete con-
clusions, the correlation values we obtained are
consistent with previously published results ob-
tained using larger or more complex corpora. Fur-
thermore, the results underline the effectiveness
of our new corpus in computing word2vec embed-
dings that capture the medical semantics of the
word. We conclude with some examples that give
additional highlights of the semantics stored in the
embeddings. Similarity searches and word analo-
gies give mixed results, some of the good ones
being:

• most similar to dottore (doctor) and bocca
(mouth) = dentista (dentist);

• most similar to vitamina (vitamine) and ossa
(bones) = food supplement for the prevention
of osteoporosis;

• most similar to bambini (children) and medico
(physician) = pediatra (pediatrician);

• antibiotico (antibiotic) is to batterio (bacteria)
as antivirale (antiviral) is to x, we get x = virus;

• aerosol (aerosol) is to polmoni (lungs) as x is
to occhi (eyes), we get x = collirio (eye drops).

5. Conclusions and Future Work

We have introduced two novel resources tailored for
NLP applications within the medical domain. The
newly created text corpus, albeit smaller compared
to similar datasets in other languages, enables the
training of word2vec models that seem to capture
the semantics of medical terms. Additionally, we
have developed a reliable and automated proce-
dure to translate into Italian widely-used resources
for evaluating medical embeddings. Our prelimi-
nary results are encouraging, but a larger corpus
and more comprehensive experiments are still re-
quired. A clear indication that we need more doc-
uments is the absence of the word uomo (man)
in the vocabulary extracted from our corpus. We
are currently collecting and structuring additional
data both to improve the embeddings and to build
resources for downstream tasks.
Data and code availability
We published the source code and the re-
sources we are permitted to share on the
repository at https://github.com/med-nlp/
italian-medical-word-embeddings.

https://github.com/med-nlp/italian-medical-word-embeddings
https://github.com/med-nlp/italian-medical-word-embeddings
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